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Imaging cognitive

anatomy

Karl J. Friston

One of the major challenges in imaging neuroscience is the integration of cognitive
science with the empiricism of neurophysiology. The cognitive architectures and
principles offered by cognitive science have been essential in shaping experimental

design and image analysis strategies from the outset. Now some of the cognitive

models and their assumptions (for example, cognitive subtraction) are being
re-evaluated in the light of how the brain actually implements putative components

and processes. In this review we will consider experimental designs that go beyond

cognitive subtraction and also consider how functional imaging can be used to assess

the context-sensitivity of cognitive processing (using conjunction analyses), and the

integration of different processes (in terms of interactions, using factorial designs) and
how both these themes can be developed in the context of parametric designs. These
new approaches reflect an ongoing discourse between cognitive science and the

emerging principles of functional anatomy.

Our interpretation of functional imaging studies relies
upon an ensemble of models. Some are very explicit (for ex-
ample, the general linear model used in statistical analysis)
and some are implicit (for example, functional specializ-
ation when inferring the nature of activations® or pure in-
sertion in cognitive subtraction?). These models embody
the assumptions required to make sense of the data. Models
relating to what is being measured (Box 1) and how these
measurements are analysed (Box 2) are biophysical,
anatomical, mathematical, statistical and, usually, explicit.
In this review we consider some of the more conceptual and
implicit models that are commonly employed in experi-

mental design and their relationship to cognitive science.

Functional specialization or integration?

Patterns of brain activity elicited by sensory, motor or
cognitive tasks are usually understood by reference to
‘functional specialization’ or the ‘functional integration’ of
specialized areas. Functional specialization refers to the
expression of stereotyped parterns of neuronal activity in re-
sponse to specific attributes of a stimulus, cognitive process-
ing, or motor behaviour by specialized cortical areas, sub-
areas or neuronal populations. The principle of functional
specialization is now well established, particularly in visual
neuroscience’. Functional integration refers to the interac-
tions among specialized neuronal populations and how
these interactions depend upon the sensorimotor or cogni-
tive context. Functional specialization and integration are
not exclusive; they are complementary; one only makes
sense in the context of the other. From the perspective of
neuroimaging, functional specialization calls for the identi-
fication of ‘regionally specific effects’ that can be attributed
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to changing stimuli or task conditions. Functional inte-
gration, on the other hand, is usually assessed by examining
the correlations between activity in different brain areas, or
by trying to explain the activity in one area in relation to ac-
tivities elsewhere’ *. These analyses are usually framed in the
terms of ‘effective connectivity’ (the influence that one neur-
onal system exerts over another)". There is a fundamental
distinction between demonstrating effective connecrivity
(in relation to some model of neuronal interactions) and
simply observing correlated activity: correlations can arise
from many sources that do not reflect teleologically mean-
ingful interactions (for example, stimulus-evoked transients
in two neuronal populations that are not connected, or the
modulation of two cortical areas by a common subcortical
input). This review will focus primarily on functional spe-
cialization and concludes with an example that brings to-
gether integration and specialization in terms of the top-
down modulation of stimulus-specific responses. To date,
brain activation experiments have been predicated on a
functional specialization view of the brain and there are
three main types: categorical; factorial and parametric.

Cognitive subtraction

' such as cognitive subtraction®, have

Categorical designs’
been the mainstay of functional neuroimaging over the past
decade. Cognitive subtraction involves elaborating two or
more tasks that differ in a separable component. Ensuing
differences in brain activity are then actributed ro this com-
ponent. For example, the difference between simply saying
‘yes' when an object is seen, and naming thar object, includes
retrieval of the phonology of the object’s name. Regionally-

specific differences in brain activity thar distinguish between
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Box 1. What are we measuring?

From the early 80s positron emission tomography (PET} domi-
nated the field of functional neuroanatomy. However, in the
past five years, functional magnetic resonance imaging (fMRI)
has developed into an alternative and powerful technique. PE'T
measures blood flow on a spatio-temporal scale of -6 mm and
30 sec: PIMRI is sensitive to the oxygenation of blood and has a
spatio-temporal scale of -1-3mm and one or more seconds.
The lower limits on the ‘effective resolution” of tMRI are physio-
logical and imposed by the spatio-temporal organization of
evoked haemodynamic responses (2-5 mm and 5-8 sec). Local
increases in neural activity cause both a relative deoxygenation
of blood and an increase in perfusion that quickly reverses the
deoxygenation, leading to an increase in oxygenation that en-
dures for several seconds. The observed haemodynamic re-
sponse can be thought of as a smoothed version of the underly-
ing neural activity (see Figure). PET measures changes in blood
flow or perfusion directly, in terms of the amount of radio-
labelled water that accumulates locally. bur this rakes up to a
minute or so.

Although there is a great overlap between PET and fMRI,
there are some fundamental constraints on experimental design
imposed by the different techniques. Consider the distinction
between ‘state-related responses” and ‘event-related responses’.
Owing to the relatively long half-life of the tracers used, PET
can only measure responses summed over fairly long periods of
time and, consequently, can only be used to measure differences
between brain states. In contrast, fMRI can be used in two
ways: epochs of repeated stimuli or a continuous task perfor-

mance can be presented and the ensuing signal interpreted as a

brain-state dependent measure (see Fig. B); alternarively, event-
related responses to a single stimulus can be measured by anal-
ogy to evoked potentials in electrophysiology (see Fig. C).

The data shown in the figure were acquired from a single
subject using echo planar imaging (EPI) fMRI at a rate of one
volume image every 1.7s. In Fig. B, the subject listened to
words in periods of 34 s at a variety of different frequencies. The
fitted peri-auditory responses (lines) and adjusted data (dots)
are shown for two rates (30 and 60 words per minute). The solid
bar denotes the presentation of words. By removing confounds
and specifving the appropriate design matrix (see Box 2) one
can show that fMR1 is exquisitely sensitive to single events. The
data shown in Fig. C were acquired from the same subject whilst
simply listening to single words presented every 34 sec. Event-
related responses were modelled using a small set of temporal
basis functions of the peri-stimulus time. The SPM{F} (statistical
parametric map) reflecting the significance of these event-re-
lated responses (see Box 2) has been thresholded at p=0.001
(uncorrected) and displayed on a T,-weighted structural MRI.
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these two tasks could, therefore, be implicated in phono-
logical retrieval.

Although its simplicity is appealing, this approach em-
bodies some strong assumptions about the way that the
brain implements cognitive processes. A key assumption is
‘pure insertion’. Pure insertion asserts that one can insert a
new component into a task withourt affecting the imple-
mentation of pre-existing components. (For example, how
do we know that object recognition, implicit in both the
tasks above, is not itself affected by naming?) The fallibility
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of this assumption has been acknowledged for decades, per-
haps most explicitly by Sternberg’s revision of Donder’s
subtractive method''. The problem for subtraction is as fol-
lows: if one develops a task by adding a component, the new
task comprises not only the previous components and the
new component but the integration of the new and old
components (for example, the integration of phonology
and aspects of structural identification during object rec-
ognition). This integration or ‘interaction’ can itself be
considered as a new component. Therefore, the difference

April 1997



Friston - Imaging cognitive anatomy

Box 2. How are the data analysed?

Overview

The Figure depicts the transformations that start with the imag-
ing time-series and end with a statistical parametric map
(SPM). SPMs can be thought of as "X-rays’ of the significance
of an effect. Voxel-based analyses require the data to be in the
same anatomical space: this is effected by realigning the data (in
fMRI it is usually necessary to remove signal components that
are correlated with displacements and remain after realign-
ment)*. After realignment the images are subject to non-linear
warping® so that they match a template thar already conforms to
a standard space’. After smoothing, the general linear model is
employed to perform the appropriate univariate test at each and
every voxel. The test statistics that ensue (usually t or F statis-
tics) constitute the SPM. The final stage is to make statistical in-
ferences on the basis of the SPM and characterize the responses
observed using the fitted responses or parameter estimates. If
one knows where 1o look beforehand. then this inference can be
based on the value of the statistic without correction. If however
an anatomical site cannot be predicted, « priori, then a correc-
tion for the multple dependent comparisons performed has to
be made. These corrections are usually made using distribu-

tional approximations from the theory of Gaussian fields**.

The general linear model

The general linear model is an equation which expresses the ob-
served response variable in terms of a linear combination of ex-
planatory variables plus a well-behaved error term. The general
linear model is variously known as ‘analysis of covariance’ or
‘multiple regression analysis’ and subsumes simpler variants.
like the ‘t test’ for a difference in means. The matrix that con-
tains the explanatory variables (for example, designed effects or
confounds) is called the design matrix. Each column of the de-
sign matrix corresponds to some effect one has built into the ex-
periment or that may confound the results. The example below
relates to an fMRI study of visual stimulation under four
conditions. The effects on the response variable are modelled

in terms of functions of the presence of these conditions

Time-series data Kernel

v

Design matrix

(smoothed with some appropriate haemodynamic response
function) and constitute the first four columns of the design
matrix. There then follows a series of terms that are designed to
remove or model low-frequency variations in signal due to arti-
tacts such as aliased biorhythms. The final column is whole brain
activity. The relative contribution of each of these columns is
assessed using standard least squares and inferences about these
contributions are made using t statistics or F ratios, depending
upon whether one is looking at a parricular linear combination
of these contributions, or all of them together. [n fMRI the data
are sometimes smoothed in time and one has to include the

resulting serial correlations in the general linear model’.

Statistical inference and the theory of Gaussian fields

Correcting the p values for the volume analysed is complicared
as the data are not independent, owing to smoothness in the
original data, and can be achieved by treating the SPMs as real-
izations of Gaussian random fields'*. The inferences obtained
are based on the probability of obraining ¢ or more clusters of
volume 4 or more voxels above a threshold of « in the volume
analysed. This formulation has a number of special cases that
give corrected p values pertaining to the number of clusters, the

size of clusters or the heights of voxels within each cluster.
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Components

Interaction

Visual processing \Y
Object recognition R
Phonological retrieval P

R

Interaction effects in the
left infero-temporal region

of sensory processing by directed at-
tention'”. The augmented responses to
stimuli in specialized visual areas repre-
sent an interaction between attention,
for a particular sensory attribute, and the
processing of perceptual stimuli that have
this attribute. In general, the context-
sensitivity of cognitive and sensorimotor
processing implies that the interaction
between the component and its context

Subtraction
name object - view object
= P+RxP
name object - name [colour of] shape
= R+RxP
L
Conjunction a
(name object - shape) & (view object - shape) -
= (R+RxP) & R = R %
3
Interaction k=) '
(name object - shape) - (view object - shape) <.
= (R+RxP) = R = RxP :

(other components or processes) cannot
be ignored. This renders cognitive sub-
traction a rather unsound conceptual
basis for many lines of research and we
will, therefore, consider two complemen-
; tary approaches: cognitive conjunctions
and factorial designs that eschew the

; assumption of pure insertion.

No naming With naming

Fig. 1 Subtractions, conjunctions and interactions. This example of a task analysis relates cognitive sub-
traction, conjunction and interactions in an experiment where subjects were asked to view either coloured non-
object shapes or coloured objects and say ‘yes’, or to name either the coloured object or the colour of the shape.
We have highlighted the role of the interaction between object recognition and phonological retrieval (RxP) and
how it figures in the different approaches to comparing the four tasks employed. To attribute sensibly any sub-
traction activations to object recognition (R) or phonological retrieval (P), one has to assume that RxP is zero (that
is, pure insertion). A conjunction is defined as a conjoint activation in two independent comparisons. A region-
specific interaction is found in the left infero-temporal cortex. The corresponding activities portrayed in terms
of object recognition-dependent responses with and without naming: this region shows object recognition
responses when, and only when, the phonology of that object has to be retrieved. The ‘extra’ activation with
naming corresponds to the interaction RxP. These data were acquired from six subjects scanned 12 times using
PET. The SPM(t} threshold is p < 0.05 (uncorrected). PET, positron emission tomography; rCBF, regional cerebral
blood flow; SPM, statistical parametric map.

Cognitive conjunctions

Cogpnitive conjunctions can be thought
of as an extension of the subtraction
technique in the sense that they combine
a series of subtractions. In subtraction we
test a hypothesis pertaining to activation
in one task relative to another. In cog-
nitive conjunctions several hypotheses
are tested, asking whether all the acti-
vations, in a series of task pairs, are

jointly significant. Consider the problem

between two tasks includes the new component and the
interactions between the new component and those of the
original task (see Fig. 1). Pure insertion requires that all
these interaction terms are negligible but in many instances

they obviously are not. A compelling example is modulation

rCBF

B Design matrix

63
0

20

Words per minute

Fig. 2 Nonlinear responses in parametric designs. (A) Inverted ‘U’ responses in the left
dorsolateral prefrontal cortex (DLPFC) to increasing rates of stimulus presentation during a
passive listening task. (B) The design matrix used: the first and second columns represent, re-
spectively, the rates of word presentation employed and these rates squared. The final col-
umn is a confound (global or whole brain activity). These data were acquired with PET from
a single normal subject while listening to concrete nouns presented at between 5 and 90
words per minute. PET, positron emission tomography; rCBF, regional cerebral blood flow.

40 80 80 100

Effects
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of identifying regionally specific acti-
vations due to a particular cognitive
component (for example, object recognition). If one can
identify a series of task pairs whose differences have only
that particular component in common, then the region
which activates in all the corresponding subtractions can be
associated uniquely with the component in question. This is
tenable even if interactions are prevalent because the inter-
actions will (by design) be specific to each pair. In this way,
cognitive conjunctions can be used to discount interactions
and render the inference less sensitive to the context in
which a particular cognitive component is expressed. To
make this argument clear consider the experiment depicted
in Fig. 1 (Ref. 13): subjects either viewed coloured shapes or
coloured objects (and said ‘yes’) or they named coloured
shapes or coloured objects (naming either the object or the
colour). The differences between naming an object or the
colour of a shape include object recognition and the inter-
action between recognition and explicit phonological re-
trieval. The difference berween simply viewing an object
and a coloured shape is object recognition (for simplicity we
ignore interactions with visual processing). The common
difference is object recognition and this conjunction dis-
counts the interaction between recognition and phono-
logical retrieval of the name of the recognized object.
Regionally specific activations that are significant in both
comparisons (and are not significantly different) will iden-
tify areas that are specialized for object recognition per se. In
some situations the interaction or integration of the naming

and recognition of an object may, itself, be of interest.
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Factorial designs allow this interaction

Responses in the right posterior superior

ffect to be assessed directly. A
¢ ’ temporal region

Condition A main effect of condition

Factorial designs A B

Factorial designs involve combining two

rCBF

or more factors within a task or tasks [the
factors in the above example were objects

(vs non-objects) and naming (vs saying

‘ves’)] and looking at the interaction be- A condition x parameter
interaction . ‘

of one factor on the responses to the G K

tween the different factors, or the effect

other factor. The first, and perhaps the

rCBF

simplest, factorial design in neuro- v

e.g. increasing
rate

imaging involved an interaction between

motor activation and time, that was

I

Task parameter

whilst repeating
words

interpreted in terms of physiological and producing

new ones

plasticity or adaptation'’. The inter-
Fig. 3 Factorial parametric designs. Diagram of the experimental layout and possible effects of changing from
condition A to B, including a main effect of condition and an interaction with the parameter reflecting the levels
of the second factor. An interaction is equivalent to a condition-dependent change in the sensitivity of brain
responses to the parameter in question (that is, slope of the regressions above). The voxel from which these data
derived is shown on a SPM({t}. Adjusted activity from a voxei in the posterior superior temporal region shown as
a function of word-production rate under the two conditions of extrinsic and intrinsic word generation; the
change in slope is obvious. These data come from a PET study of six normal subjects. PET, positron emission

action here was simply an effect of time
on activation due to motor performance.
Generally, interactions can be thought of
as a difference in activations brought

about by another processing demand. In

other words, in changing the context of

a particular task one can modulate the

tomography; rCBF, regional cerebral blood flow; SPM, statistical parametric map.

activation and examine the interaction

between the activation and the context employed. Dual task
interference paradigms are a clear example of this ap-
proach'. A further example includes psychopharmaco-
logical activation studies wherein the effect of manipulating
neurotransmitter systems in the brain is assessed in terms of
responses elicited by cognitive challenge'"'". The factorial
nature of the above naming experiment can be seen by
noting that object-specific responses are elicited (by asking
subjects to view objects relative to meaningless shapes) with
and without naming. This ‘two by two’ design allows one to
look specifically at the interaction between phonological
retrieval and object recognition. This analysis identifies, not
regionally specific activations, but ‘regionally specific inter-
actions’. These interactions are evident in the left inferior
temporal region (Fig. 1) and can be associated with
the integration of phonology and object recognition.
Alrternatively, these regions can be thought of as being
recognition-dependent responses that are realized in, and

only in, the context of having to name the object seen.

Parametric designs

The essential difference between parametric designs and
those described above is that cognitive components or
sensorimotor attributes are treated as dimensions as op-
posed to categories. In this framework, one would expect to
see systematic changes in elicited responses according to the
strength of expression of a component or performance
attribute'®. An early example of this approach was the
demonstration of increased activity in peri-auditory regions
with increasing frequency of aurally presented words', and
there were some interesting differences between this response
in the peri-auditory regions and Wernicke’s area. In a sense,
categorical designs are a limiting case of parametric designs,
where only two extremes of processing are employed. Cat-
egorical approaches implicitly assume that the parametric

Trends in Cognitive Sciences - Vol. 1, No. 1,

response is at least monotonic. However. in some instances
it may be highly non-linear’; for example, an inverted U
behaviour with increasing stimulus presentation rates
(Fig. 2). The importance of this example for categorical
designs is clear: evidence for functional specialization might
be missed completely using just two rates (for example, a
very low one and a very high one). Categorical approaches
assume simple forms and dynamic ranges for the relation-
ship between a parameter and response, whereas parametric
designs embody no such assumptions and allow the nature
of this relationship to be characterized empirically. There
are many interesting aspects of parametric designs: for
example, does the sensitivity of hippocampal responses to
increasing word-list length, in a free-recall memory rask,
change with strategic differences in memory processing
when the number of words exceeds the capacity of
short-term systems®? In other words, is there a strategy-
dependent change in slope, at some critical value, when we
plot brain activity against the experimental parameter? How
does one distinguish between the effects of increased ‘effort’
and processing effects specific to the parameter in question
(for example, are prefrontal responses attributable to in-
creased processing incurred by the number of distracters in
a target detection task, or would these responses be seen
with any task involving increases in effort?). One approach
is to repeat the experiment using a different parameter,
whilst matching the levels of ‘effort’, and looking for differ-
ences in the regression of prefrontal responses on the two
parameters. This brings us back to interactions and factorial
designs, but now in a parametric context. A simple example
of these designs would be the examination of brain re-
sponses to increasing frequency of stimulus presentation
under different (attentional) conditions*". A further exam-
ple is shown in Fig. 3, where subjects were asked to produce
words at different frequencies. In one context, the subjects
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Fig. 4 Psychophysiological interactions. (A,B} SPM{t} identifying areas whose activity
can be explained on the basis of an interaction between the presence of faces in visually pre-
sented stimuli and activity in a reference location in the medial parietal cortex. This analysis
locates those areas that are subject to top-down modulation of face-specific responses by
medial parietal activity. The largest effect was observed in the right infero-temporal region.
(C) The corresponding activity displayed as a function of {(mean corrected) activity in a medial
parietal voxel. The circles and crosses correspond to activity whilst viewing face and non-face
stimuli, respectively. Essentially, this region differentiates between faces and non-faces when,
and only when, medial parietal activity is high. The lines correspond to the best second-
order polynomial fit. These data were acquired from six subjects using PET. PET, positron
emission tomography; rCBF, regional cerebral blood flow; SPM, statistical parametric map.

Outstanding questions

* What are we measuring? Perfusion (measured by PET) and
haemodynamic responses {measured by fMRI)? reflect neural activity but
the mechanisms mediating neural transients and the ensuing
haemodynamics remain uncertain. Optical imaging, electrophysiology?*
and the use of biophysical models may help elucidate these
mechanisms.

* What is the neural code and why is it important for neuroimaging?
Functional imaging is not necessarily sensitive to the degree of
synchronization among neuronal populations. If transactions among
populations of neurons are mediated by temporal codes that rely on
timing and synchronization then neuroimaging is blind to a whole
dimension of neuronal discourse, an issue currently being addressed,
using multi-unit electrode recordings and computational
neurobiology?.

¢ Is functional specialization a sufficient model?

* How do we measure functional integration? Functional integration is
measured with effective connectivity; can this be measured properly?
Most current approaches use simple linear models which have
questionable usefulness or validity.

* Can cognitive science and neurophysiology be reconciled? Functional
imaging conflates cognitive science and neurophysiology into one
discipline. This could be problematic?: can the cognitive architectures
posited by cognitive science be endorsed by the empiricism of functional
imaging and is that empiricism properly informed?

@ Trends in Cognitive Sciences - Vol. 1

, No. 1,

simply repeated a heard word and in the second they
generated a word beginning with a heard letter. In this case
the interaction corresponds to a differential sensitivity to
word-production rate depending upon whether the words
were extrinsically or intrinsically generated. A profound
interaction is shown in the right posterior temporal region
where, for extrinsically generated words, activity increases
gently with word production rate, whereas for intrinsically
generated words it decreases. The observation that activity
systematically decreases with the increasing frequency of
a neuronal event (in this case the intrinsic generation
of a word) is of fundamental importance, and indicates
true deactivation or reduction in activity elicited by each
word.

To conclude we now look at factorial designs, of a para-
metric nature, from a rather different perspective allowing
us to make some inferences about functional integration in

the brain in terms of top-down modularory interactions.

Psychophysiological interactions
The new concept of psychophysiological interactions can be
thought of as analogous to psychopharmacological inter-

1" we are interested in the

actions: in psychopharmacology
interaction between sensorimotor or cognitive evoked re-
sponses and some pharmacological or neurotransmitter
manipulation; in psychophysiological interactions we are
trying to explain the physiological response in one part of
the brain in terms of an interaction between the presence of
a sensorimotor or cognitive process and activity in another
part of the brain. For example, by combining information
about activity in the parietal region, mediating attention to
a particular stimulus and information about the stimulus,
can we identify regions that respond to that stimulus when,
and only when, activity in the parietal region is high? If
such an interaction exists, then one might infer that the
parietal area is modulating responses to the stimulus for
which the area is selective. This has clear ramifications in
terms of the top-down modulation of specialized cortical
areas by higher brain regions. This is an interesting analysis
for two reasons: (1) the explanatory variables used to predict
activity (that s, the response variable) in any brain region
comprise a standard predictor variable based on the experi-
mental design (for example, the presence or absence of a
particular stimulus attribute) and a response variable from
another part of the brain; (2) it uses techniques normally
used to make inferences about functional specialization, in-
stead, to make infererences about functional integration (in
this instance, effective connectivity of a modulatory sort).
Figure 4 illustrates a specific application of this approach:
subjects were asked to view (degraded) faces and non-face
(object) controls. The interaction berween activity in the
medial parietal region and the presence of faces was most
significantly expressed in the right infero-temporal region.
Changes in medial parietal activity were introduced experi-
mentally by pre-exposure to the stimuli before some scans.
These results can be interpreted as a priming-dependent
instantiation of attentional, memory or learning differences
in face-specific responses, in inferotemporal regions that
are mediated by interactions with the medial parietal cortex.
Note that we could have modelled the priming effect
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explicitly in our design matrix (see Box 2) but chose to sub-
stitute medial parietal activity in its place, enabling us to
make a more mechanistic inference: namely, not only do
infero-temporal responses show a priming-dependent effect
but this effect is mediated by modulatory influences from a
higher (parietal) area.

Conclusion

It is perhaps appropriate that this review concludes with an
example that depends explicitly on combining cognitive
processing and physiological brain measurements when
trying to understand how the brain works. In conclusion,
there are many implicit assumptions that undetlie experi-
mental design in neuroimaging and ongoing re-evaluation
of these assumptions is the spur to adopt new and more cog-
nitively informed approaches (and possibly the refinement

of cognitive models).
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