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Abstract: Reversible cooling experiments in monkey visual cortex have demonstrated that visually driven 
neuronal activity in V2 depends on feedforward projections from V1, whereas neuronal activity in V1 is 
modulated by feedback, or reentrant, projections from V2. We present evidence for a homologous 
asymmetry in reciprocal connections between V l  and V2 in human cortex using physiological 
measurements obtained with functional MRI. The analysis was based on a nonlinear model of effective 
connectivity that partitioned the influence that one region exerted over another into an obligatory effect 
(an effect that depended only on the input) and a modulatory effect (an effect that represented an 
interaction between input and activity intrinsic to the target region). Using estimates of the modulatory 
effect we tested two related hypotheses: 1) that V2 would be a major source of modulatory influences on 
V1; and 2) that the modulatory effects of V2 on V 1  would be greater than those of V1 on V2. The first 
constitutes a hypothesis about the regional or topographic organization of (modulatory) effective 
connectivity and the second hypothesis directly addresses the functional asymmetry suggested by 
reversible cooling experiments. The results confirmed that the origins of feedback modulatory effects on 
V 1  were regionally specific and most pronounced in V2. In contrast, feedforward modulatory influences 
of V l  on V2 were negligible. This apparent asymmetry between feedforward and feedback modulatory 
interactions was evident in both hemispheres and appears to be a fairly robust feature of nonlinear 
interactions between striate and extrastriate cortex. s 1995 Wiley-Liss, Inc. 
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INTRODUCTION 

The feed forward and feedback connections be- 
tween striate (Vl) and extrastriate areas have distin- 
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wishing anatomical and functional characteristics. A 
common feature of these reciprocal connections is an 
asymmetry in the anatomy of the anterograde and 
retrograde elements. One kind of asymmetry is found 
in the laminar distribution of afferent (incoming) 
fibers and the distribution of their cells of origin. These 
laminar distributions have been proposed as the basis 
for a hierarchical classification of cortical areas [Rock- 
land and Pandya, 1979; Maunsell and Van Essen, 
19831. One area is considered "higher-order" to an- 
other if the feedforward projections to that area 
terminate predominantly in layer 4 and the reciprocal, 
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feedback projections have a complementary laminar 
distribution, largely sparing layer 4. Another asymme- 
try relates to the distributions of projecting cells and 
feedback [reentrant; Edelman, 19781 aff erents to those 
cells, in that these distributions are not coextensive. 
For example, in the Vl-MT/V5 system, the V1 cells 
projecting to MT and the returning fibers from MT 
occupy the same layer in V1 but are not coextensive 
within it: The terminations of projections from MT are 
more extensive in the horizontal dimension [Zeki, 
19901. The terms feedforward and feedback are used 
here to designate an anatomical characteristic and do 
not imply any particular functional attribution. 

Evidence for functional asymmetries is found in the 
work of Schiller and colleagues on physiological inter- 
actions between V1 and V2 [Schiller and Malpeli, 1977; 
Sandell and Schiller, 19821. V l  provides a crucial, or 
obligatory, input to V2, in the sense that visual 
activation of V2 cells depends on input from V1. This 
dependency has been demonstrated by reversibly 
cooling (deactivating) V1 while recording from the 
retinotopically corresponding region of V2 during 
visual stimulation [Schiller and Malpeli, 1977; Girard 
and Bullier, 19891. In contrast, cooling V2 has a more 
modulatory effect on V1 unit activity. “Most of these 
[Vl cells] became less responsive to visual stimulation, 
while a few became more active during cooling” 
[Sandell and Schiller, 19821. The cells in V1 that were 
most affected by V2 deactivation were in the infra- 
granular layers, suggesting that V2 may use this 
feedback pathway to modulate the output from V1 
[Sandell and Schiller, 19821. Similar conclusions about 
the return pathway from MT to V2 were drawn by 
Girard and Bullier [1989]: Recausc, in the absence of 
V1 input, these feedback connections do not consti- 
tute an efficient drive to V2 cells, their role is most 
likely ”to modulate the information relayed through 
area 17” (Vl). 

Functional magnetic resonance imaging (fMRI) pro- 
vides a potential means of measuring physiological 
activity in striate and extrastriate cortex [Bandettini et 
al., 1992; Kwong et al., 1992; Ogawa et al., 19921, and 
we have used this technique to test the hypothesis 
that nonlinear interactions between V1 and V2 are 
asymmetric, with a modulatory effect of V2 on Vl, but 
not of V1 on V2. In order to addrcss this question, we 
viewed the fMRI data as a set of local neurophysiologi- 
cal measurements that result from stimulus-depen- 
dent activation of V1 and the (nonlinear) corticocorti- 
cal interactions that ensue. 

We now describe the theory upon which our analy- 
sis was based, the fMRI data used, and the results. The 
experiments to be described represent a demonstra- 

tion study, showing how the theory can be applied in 
practice. Although the results presented herein are 
compelling, they should be treated as provisional and 
as serving to illustrate an idea. We have analyzed 
several data sets and present results from two indepen- 
dent fMRI time-series obtained from the same in- 
dividual. 

THEORY 

A nonlinear model of effective connectivity 

To examine the interactions between V1 and V2 we 
used the concept of effective connectivity [Gerstein 
and Perkel, 19691 defined (in functional neuroimag- 
ing) as the influence one neuronal system exerts over 
another [Friston et al., 1993a,b]. This influence can be 
modeled in many ways. The simplest model is a linear 
one: 

where x, and x, are the physiologcal activities (ex- 
pressed as deviations from their mean) in areas or 
voxels i and j .  C,  represents the effective connectivity 
which scales, in a linear fashion, the influence xI has on 
x,. The above equality can be extended to include a 
modulatory interaction (for a discussion of this and 
other extensions, see Friston et al. [1993b]): 

xi = c (Cf.Xj + CY.Xj.Xi) 

This model has two terms that allow for the activity in 
area i to be influenced by the activity in area j .  The first 
represents an effect that depends only on afferent 
input from area j .  This is the activity in j scaled by Cy.  
The coefficient C: will be referred to as an obligutory 
connection strength, in the sense that a change in area 
j results in an obligatory response in area i. By contrast, 
the second term reflects a more subtle modulatory 
influence of area j on area i. The coefficient determin- 
ing the size of this effect ( C y )  will be referred to as a 
modulatory connection strength, because the overall 
effect depends on both the afferent input (Cy.xi) and 
intrinsic activity (xi). In the current model the obliga- 
tory effect is linear, although in principle both the 
obligatory and modulatory terms could be nonlinear. 
The key distinction between an obligatory and modu- 
latory effect is that modulation includes an interaction 
between afferent input and intrinsic activity (i.e., the 
modulatory term includes both xi and xi). It is impor- 
tant to note that the terms obligatory and modulatory 

4 212 4 



+ Modulatory Interactions in Visual Cortex 

are strictly functional and could pertain to either 
feedforward or feedback connections. 

The above equation, or model, can be interpreted 
from two points of view: 1) by analogy with the 
nonlinear behavior that characterizes voltage-depen- 
dent channels in electrophysiology or 2) in terms of 
classical pharmacological neuromodulation, where 
postsynaptic responsiveness is modulated without a 
direct effect on postsynaptic membrane potential. The 
voltage-dependent analogy is obtained by considering 
xi as postsynaptic potential and x, as a depolarizing 
current. According to Equation (2), a high CM reflects a 
greater sensitivity to changes in input at higher levels 
of intrinsic activity. In electrophysiological terms, this 
translates as a change in postsynaptic depolarization 
in response to a fixed depolarizing current, which 
increases with increasing depolarization: This is a 
characteristic of voltage-dependent interactions 
[Haberly, 19901. 

The neuromodulatory interpretation is based on 
another way of looking at Equation (2), namely, that 
the responsiveness of i to its obligatory input increases 
with modulatory input. This can be demonstrated by 
differentiating x, with respect to the total obligatory 
input. Neuromodulation of this sort is commonly 
attributed to the action of classical neuromodulatory 
transmitters (e.g. monoaminergic and catecholaminer- 
g c  neurotransmitters, such as dopamine and 5-HT; 
see Friston et al. [1992]). A fuller analysis of the 
relationship between Equation (2) and the phenom- 
ena of voltage-dependent interactions and neuro- 
modulation is presented in the discussion. 

Estimating the connection strengths 

Examples of the relationship described by Equation 
(2) are illustrated in Figure 1 for different values of CM, 
where, for simplicity, we assume a single input. The 
sensitivity to input is reflected by the slope of the lines 
in Figure 1. It can be seen that this sensitivity (slope) 
increases with intrinsic activity x,. This activity- 
dependent effect, determined by the value of C’, 
provides an intuitive sense of how we estimated Co 
and C’. This estimation involved measuring the differ- 
ence in sensitivity (slope) between states with high 
and low intrinsic activity at the location of interest: 
Imagine one were able to “fix” the activity in V1 at a 
low level and measure the connectivity between V2 
and V1 assuming a simple linear relationship [Eq. (l)]; 
a particular value for the sensitivity of V1 to VZ 
changes could be obtained, say Glow. Now, if the 
procedure were repeated with V1 activity fixed at a 
high level, a second (linear) estimate would be ob- 

non-linear model {Cm = 0.8) 

= 0.4) 

= -0.2) 

I 
-1 -0.5 0 0.5 1 

afferent activity {xi} 

Figure I. 
Graphical illustration of the relationship used to model the nonlin- 
ear interaction between an area’s response (xi) and its afferent 
input (xi). The value of Cm (the modulatory component of effective 
connectivity) determines the increased sensitivity to input at higher 
levels of intrinsic activity. This augmented sensitivity is reflected in 
the steeper gradient of the curve at higher values of response. 

line is the linear component (Cm = 0). 
_ _ _  . . . Cm = 0.8, --- Cm = 0.4 and .... Cm = -0.2. The solid 

tained (Chlgh).  In the presence of a substantial modula- 
tory interaction between V2 and V1, the second 
estimate will be higher than the first. This is because 
the activity intrinsic to V1 is higher for the second 
estimate and V1 should be more sensitive to inputs 
from V2. In short, the terms Chtgh  and Glow provide an 
estimate of the modulatory influence of V2 on V1 
through the first equation of Equation (a2) in the 
appendix. Similarly, they provide an estimate of the 
obligatory connection strength through the second 
equation of Equation (a2) in the appendix (see the 
appendix for the mathematical details). The activity of 
V1 can be fixed post hoc by simply selecting a subset of 
data in which thc V1 activity is confined to some small 
range. 

This general approach to characterizing nonlinear 
systems with a piece-wise series of locally linear 
models has proved a fruitful strategy in many in- 
stances [Tsonis, 1992, p. 221; for a conceptually related 
approach to multichannel EEG recordings, see Palus 
et al., 19911. Although there are direct nonlinear 
methods, such as the Levenberg-Marquardt method, 
that could be used to solve Equation (2), the results 
obtained with that method are very similar to those 
presented here. Consequently, we report only the 
method of local linearization as it is aesthetically 
concise and easier to replicate. 

The hypothesis that asymmetrical nonlinear interac- 
tions would characterize the interactions between 
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areas V l  and V2 in human visual cortex can be 
formulated in terms of CM: We predicted that 1) the 
modulatory component of effective connections to V1 
would be regonally specific and include V2 (Cy1,,J 
would be relatively high compared to other regions, 
and that 2) the feedforward modulatory influences 
from V1 to V2 (C~z,v,) would be smaller than the 
reciprocal, feedback influences from V2 to V1 (Cyl,v2). 

It is important to note that both V1 and V2 are 
connected with many other visual areas and, accord- 
ingly, the present analysis takes this into account. That 
is, the estimates of modulatory and obligatory effec- 
tive connectivities (mathematically formalized in the 
appendix) from a particular reference area (e.g. V2) 
are obtained in the context of many other possible 
modulatory and obligatory effects of other areas on 
the reference area. If the anatomical component of our 
hypothesis is correct, then the modulatory influences 
on V1 should be higher from V2 than from elsewhere. 
Additionally, one should recognize that the method is 
sensitive to a form of modulatory interaction between 
the hemodynamics in V2 and V1 which is very specific 
and would not necessarily be obtained if the response 
properties in V2 and V1 were simply different in some 
way (which they almost surely are). This form of 
interaction is modeled by the second order or nonlin- 
ear term in the method. The responsiveness of V1 can 
be very different from the responsiveness of V2, but if 
this responsiveness is not dependent on the activity of 
the other area there will be no modulatory interaction 
between them. 

METHODS 

Data 

The data were a time-series of 64 gradient-echo EPI 
coronal slices (5 mm thick, with 64 x 64 voxels, TE 25 
ms, acquisition time 41 ms) through the calcarine 
fissure (Vl) and extrastriate areas. Additional images 
were acquired in the sagittal plane at an offset of 5 mm 
left of midline. Images were obtained every 3 s from a 
normal male subject using a 4.0T whole body MRI 
system, fitted with a small (27 cm diameter) z-gradient 
coil. Photic stimulation (at 16 Hz) was provided by 
goggles fitted with an array of 16 light emitting diodes 
(subtending about 24 degrees of visual angle). The 
stimulation was off for the first 10 scans (30 s), on for 
the second 10, off for the third, and so on. Images were 
reconstructed without phase correction. The data 
were interpolated to 128 x 128 voxels. Each interpo- 

lated voxel thus represented 1.25 x 1.25 x 5 mm of 
cerebral tissue. Image manipulations and data analy- 
ses were performed in MATLAB [Mathworks Inc., 
Sherborn, MA]. The first four scans were removed to 
eliminate magnetic saturation effects. 

Image preprocessing 

The 64 images were translated and rotated to 
minimize the sum of squares between each of the 64 
images and their average (both scaled to the same 
mean intensity) using the Levenberg-Marquardt 
method [Press et al., 1988, pp. 542-5471. The rotation 
and translations were effected using a computation- 
ally efficient cubic convolution interpolation method 
[Keys, 1981). After the scans were corrected in this 
fashion for (slight) subject movement, each voxel 
time-series was corrected to a mean of zero. 

ANALYSIS AND RESULTS 

Regional specificity of modulatory connections to V I 

A reference voxel was chosen in V1, according to the 
atlas of Talairach and Tournoux [1988], and the effec- 
tive connection strengths C:l,, and Cyl,, were esti- 
mated, as described briefly above and in the appendix. 
Values for CGl,, and C$,, were generated for all voxels, 
allowing maps of C:l,l and Cy1,] to be constructed. 
These maps provided a direct test of the first hypoth- 
esis concerning the topography and regional specific- 
ity of modulatory influences on V1: If the sources of 
modulatory effects were limited predominantly to V2, 
then the map of Cyi,] should highlight V2, and only 
V2. Figure 2 shows exactly this. The lower figures are 
maps of C;,,, and Cy,,, and reflect the degree to which 
the area in question exerts an obligatory (left) or 
modulatory (right) effect on V1 activity. These maps 
have been thresholded at 1.64 after normalization to a 
standard deviation of unity. This value corresponds to 
an uncorrected threshold of P = 0.05. A correction for 
the many voxels analyzed is not necessary, in this 
instance, because our hypothesis was anatomically 
constrained to V2. 

The obligatory connections to the reference voxel 
derive mainly from V1 itself, both ipsilaterally and 
contralaterally, with a small contribution from contigu- 
ous portions of V2. The effective connectivity from 
contralateral V1 should not be over interpreted given 
that 1) the source of many afferents to V1 (the lateral 
geniculate nuclei) were not included in the field of 
view, and that 2) this finding can be more parsimoni- 
ously explained by ”common input.” 
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Figure 2. 
Maps of the estimates of obligatory and modulatory connection 
strengths to to  V I  . Top left: Anatomical features of the coronal 
data used. This image is a high resolution anatomical MRI scan ( I  .5 
T) of the subject that corresponds to  the fMRl slices. The 
corresponding coronal section from the atlas of Talairach and 
Tournoux [ I9881 is shown in Figure 3A. The box in the anatomical 
image defines the position of a (36 x 60 voxel) subpartition of the 
fMRl time-series selected for analysis. Top right: The location of 
the reference voxel designated as V I  (white dot). This location is 

As predicted, and with remarkable regional specific- 
ity, the modulatory connections with the reference 
voxel were most marked from ipsilateral V2, dorsal 
and ventral to the calcarine fissure [Brodmann’s area 
18, according to the atlas of Talairach and Tournoux, 
1988; see Fig. 3A]. Here we infer that the regions 
involved correspond to V2; however, in the absence of 
cytoarchitectonic data this inference cannot be substan- 
tiated. 

To get an idea of the size of the modulatory effect, in 
biological terms, we compared the sensitivity of the V1 

shown on a statistical parametric map [Friston et al., 19911 of 
physiological variance (calculated for each voxkl from the time- 
series of 60 scans). The image has been scaled to  its maximum. 
Lower right and left: Maps of C& and Cv,,,. The images have 
been scaled to  unit variance and thresholded at P = 0.05 (assum- 
ing, under the null hypothesis of no effective connectivity, the 
estimates have a Gaussian distribution). The reference voxel in VI  is 
depicted by a circle. Note that V I  is subject t o  modulatory 
influences from extensive ipsilateral regions of V2. 

response to obligatory input (CCf;l.x,) for the 18 scans 
with the lowest modulatory input (CCy.x,) and for the 
18 scans with the highest modulatory input. This 
sensitivity was simply the slope of a plot of V 1  activity 
against obligatory input, as shown in Figure 4. The 
increase in this slope was about 14%. The difference in 
slopes or increase in sensitivity due to modulatory 
effects was statistically significant (P < 0.001 F = 30.75 
df: 1, 32). The values for similar analyses (on moving 
the reference point around in V1) ranged from about 
3% to 16%). 
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--.  

c- 

18 

Figure 3. 
Coronal (A) and sagittal (6) sections, adapted from the atlas of 
Talairach and Tournoux [1988; see their Figures 97 and 44. 
respectively], corresponding to the fMRl slices selected for analysis. 
The numbers indicate Brodmann areas. Areas I7  and I8 corre- 
spond to V I  and V2, respectively. The thin lines surrounding the 
cortex of the calcarine fissure indicate the location of the optic 
radiations. 

Asymmetry of functional interactions 
between VI  and V2 

The analysis described in the previous section was 
repeated for a reference voxel in V2. This revealed 
obligatory connections from ipsilateral V2 and V1 (Fig. 
5, bottom left). In terms of modulatory inputs, those 
from V1 were strikingly absent (Fig. 5, bottom right). 
This finding is consistent with our hypothesis. Figures 
2 and 5 speak directly to the double dissociation 

suggested by reversible cooling experiments in mon- 
key cortex. Feedforward connections from V1 to V2 
are, in the context of our model, predominantly 
obligatory with no evidence of positive modulation. 
Conversely, feedback connections from V2 to V1 can 
be characterized as modulatory with relatively less 
obligatory effects. 

To address the functional asymmetry hypothesis 
more directly, we analyzed all the modulatory connec- 
tion strengths (or, more accurately, effective connectivi- 
ties) between two extended regions in ipsilateral V1 
and V2 of the left hemisphere. The subset of connec- 
tions between the two regions was selected to com- 
pare the distributions of feedforward and feedback 
modulatory connection strengths. This was imple- 
mented as follows: The values of Cy were estimated 
for every voxel in two (5 x 5 voxel) squares centered 
on V1 and V2. The values for each voxel were 
Euclidean-normalized (sum of squares set to one) over 
the image. This meant that the estimates reflected a 
relative regional contribution of modulatory influ- 

increase in sensitivity 
1.5 

I I 

0.5 1 
I 

% 0- 
0 

P 
7 > 

-0.5 - 

-1 1 
-1.5 -1 I -0.5 0 0.5 1 

obligatory input 

Figure 4. 
Regression of the response of a V I  voxel on its obligatory input 
(xp = ZCp.x,). The regression has been performed for two 
subsets of the time-series, corresponding to the 18 scans with 
minimal modulatory input (XI" = XC:.x,) (circles) and to the 18 
scans with the greatest modulatory input (crosses). Observe that 
the slope is higher when modulatory input is high. The increase in 
slope can be interpreted as a modulation-dependent increase in 
responsiveness or sensitivity. In this example, the I4Vo increase 
was statistically significant (P < 0.00 I). 
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anatomy physiological variance 

20 40 60 

source of obligatory effects source of modulatory effects 
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20 40 60 20 40 60 
Figure 5. 

Maps of the estimates of obligatory and modulatory connection 
strengths to V2 (Brodmann’s area 18; see Figure 3A). Note that 
although V2 responds in an obligatory way to changes in ipsilateral 
V2 and VI , it is not subject to modulatory effects from VI . These 

ences. Figure 6 shows the frequency distribution of 
the 625 estimates for connections from the V1 box to 
the V2 box (broken line) and the corresponding 
estimates for connections from V2 to V1 (solid line). 
There is a remarkable dissociation, with feedback 
effects (V2 to V1) being much greater than feedfor- 
ward ones (V1 to V2). This finding can be considered a 
confirmation of our second hypothesis. 

The distributions in Figure 6 suggested that the 
feedforward modulatory connection strengths are gen- 
erally negative. It is difficult to comment on the 
meaning of this unexpected finding. Negative values 
for the modulatory connection strengths are perfectly 
permissible and reflect a phenomenon not unlike 
shunting inhibition, with a reduction in sensitivity at 
higher levels of activation. However, in subsequent 

findings, taken in conjunction with Figure 2, suggest that V I  is 
modulated by feedback connections from V2 (in a regionally 
specific fashion), but this modulation is asymmetric, i.e., it is not 
reciprocated. All conventions as in Figure 2. 

analyses the distribution of feedforward modulatory 
connection strengths was centered around zero (see 
below). 

To replicate the asymmetry of feedforward and 
feedback modulatory effects, an identical analysis was 
performed for the right hemisphere. If anything, the 
asymmetry between the distributions was even more 
striking (Fig. 7). In this instance, the distribution of 
feedforward modulatory connection strengths was 
centered on zero, while that corresponding to feed- 
back connections was clearly greater than zero. To 
ensure that these results were not artifacts of the 
coronal data set described, we repeated the experi- 
ment using the same subject and stimuli, but acquiring 
data in the sagittal plane (see Fig. 38). The results are 
shown in Figure 8 and again point to an unequivocal 

0 2 1 7  
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Figure 6. 

Graphical presentation of a direct test of the hypothesis concerning 
the asymmetry between feedforward and feedback VI-V2 interac- 
tions. Left: Map of physiological variance showing the positions of 
two boxes defining regions in VI and V2. The broken lines 
correspond (roughly) to the position of the VI /V2 border accord- 
ing to the atlas of Talairach and Tournoux [I 988; see Figure 3A for 

the corresponding coronal section from their atlas]. The value of 
C: was computed for all voxels in either box and Euclidean norrna- 
lized to unity over the image. The frequency distribution of C; 
connecting the two regions is presented on the right. The feedback 
connections (V2 to VI-solid line) are clearly higher than the 
corresponding feedforward connections (Vl to V2-broken line). 

physiological variance 

10 

20 

30 

20 40 60 

Figure 7. 
Identical analysis to that presented in Figure 6 ,  but for boses placed on VI and V2 in the opposite 
hemisphere. Again a clear dissociation between feedforward and feedback modulatory effects is 
evident. 
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anatomy 

physiological variance 

10 

20 

30 

40 

Identical analysis to that presented in Figures 6 and 7, but for a 
different data set, which was acquired using the same experimental 
paradigm but in the sagittal plane. Top left: Anatomical high 
resolution image to illustrate the position of the (48 X 48 voxel) 
subpartition of the image used in analysis. This subpartition is 
shown in terms of a map of physiological variance (lower left) used 
to locate the position of the VI  and V2 boxes. The broken lines 

60 

10 20 30 40 
Figure 8. 

asymmetry in modulatory Vl-V2 interactions. This 
effect was seen over a variety of V1 and V2 locations in 
this sagttal data set. We have replicated these results 
in a third experiment with coronal sampling at a 
slightly more posterior level in a different subject (data 
not shown). 

A5 a final test of the C$ and Cy estimates we 
assessed their predictive validity. C:,,l and Cy,,l were 
estimated on the basis of the first half of the coronal 

modulation {Cm} 

correspond (roughly) to the putative VI /V2 border according to 
the atlas of Talairach and Tournoux [ 1988; see Figure 36 for the 
corresponding sagittal section from their atlas]. The placement of 
the VI  and V2 boxes is at the approximate coronal level depicted in 
Figures 2 and 5. These results represent a further replication of the 
initial findings. 

data set (scans 3-30) and then used to predict the time 
course of activity in V1 during the second half (scans 
31-64). The predicted response of V1  was calculated 
on the basis of activity everywhere in the images, and 
the connection strengths according to a rearrange- 
ment of Equation (2): 

xi = z c;.X]/(l - c CY.Xj). (3) 
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Validation of the estimates for an arbitrary location in VI . Top: 
Location of reference voxel (white dot) on a map of variance over 
the 60 scans. Bottom left: Actual (dots) and predicted (line) 
activity obtained by estimating the connections using the first half of 
the data set. The lines have been interpolated for clarity. Bottom 

estimate from independent data 

Figure 9. 

This is a weak test of validity, in the sense that the 
striate/extrastriate system was driven with the same 
(visual) input in both cases; nevertheless this is a test 
of the effective connectivity estimates using indepen- 
dent data. The results of this analysis showed the 
estimates to perform extremely well. Figure 9 illus- 
trates the reference location in V1 (top) and compares 
the estimated and actual time-dependent activity (bot- 
tom) for both halves of the time-series. It may be 
thought that predicting V1 activity on the basis of data 
that included V1 activity is somewhat trivial. How- 

-03 
,Of .= \ 

\ 

100 120 140 160 180 
time {seconds} 

right: Actual (dots) and predicted (line) activity obtained by using 
the estimates of C: and C[: derived from the first half but applied to 
the second half of the coronal MRI time-series. The predictive 
validity of these estimates is evident. 

ever, as described in the appendix, these estimates 
were obtained using the spatial modes, where there is 
no “V1 activity.” 

DISCUSSION 

On the basis of reversible cooling studies that have 
examined the interaction between V1 and V2 cells 
[Schiller and Malpeli, 1977; Sandell and Schiller, 19821, 
we predicted that V l  and V2 physiology would show 
a specific nonlinear and asymmetric relationship. Func- 
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tional MRI measurements of cerebral activity during 
visual stimulation in man confirmed this prediction. 
Using a nonlinear model of effective connectivity 
[Friston et al., 1993b1, we have shown that the feedfor- 
ward influence of V1 on V2 is predominantly obliga- 
tory. By contrast, the feedback influence of V2 on V1 
has a substantial modulatory component. This compo- 
nent indicates 1) that the sensitivity of V1 to V2 input 
increased as a function of intrinsic activity in V1 or, 
alternatively, 2) that the response of V1 to its total 
obligatory input was positively modulated by input 
from V2. Our findings are consistent both with 1) 
functional asymmetries in reciprocal connections be- 
tween V1 and V2 and with 2) the notion that feedback 
(reentrant) connections to lower-order areas in visual 
cortex modulate physiological activity [Sandell and 
Schiller, 1982; Girard and Bullier, 1989; Zeki, 19901. 

Nonlinear model of effective connectivity 

In this section we expand on the interpretation of 
our effective connectivity model by relating it to 
voltage-dependent effects and neuromodulation. The 
modulatory component of effective connectivity (Ch3) 
scales a modulatory interaction between local activity 
and afferent input. A high CM reflects a greater 
sensitivity to input at higher levels of intrinsic activity. 
This nonlinear interaction is analogous to current- 
voltage relationships that characterize voltage-sensi- 
tive channels. Voltage-dependent effects are revealed 
by a change in postsynaptic depolarization (in re- 
sponse to a fixed depolarizing current) which in- 
creases with increasing depolarization [Haberly, 19901. 
In a similar sense, a modulatory influence of area j on 
area i is manifest as a change in x, (in response to a 
fixed change in xl) that depends on activity in i. This 
behavior is made obvious on (partial) differentiation 
of Equation (2) with respect to xI: 

ax,/ax, = (c: + cy.xl)/(l - x ~ 2 . x ~ )  (4) 

where ax,/dx, represents the sensitivity of changes in x, 
to (and only to) changes in xl. It can be seen that this 
sensitivity increases with x,. The activity-dependent 
effect of inputs from area j is determined by the value 
of Cy.  The estimation of the obligatory and modula- 
tory connection strengths appealed to this formula- 
tion in the following sense: The sensitivity to afferent 
input was assessed for low and high levels of intrinsic 
activity using a linear least squares approach formally 
identical to multivariate regression. The difference in 
these sensitivities was then used as an index of the 
modulatory effect. 

There is an alternative way of formulating the 
model which reveals a close relationship with neuro- 
modulatory effects that are usually attributed to the 
action of modulatory neurotransmitters. This involves 
relating the response of a particular region to the total 
obligatory and modulatory input. Input is simply the 
activity in remote regions times the appropriate con- 
nection strengths (i.e., the activity "seen" by the 
region in question). It is simple to show that sensitivity 
to obligatory input is augmented by modulatory in- 
put: Let xp denote the total obligatory input (summed 
over all afferents, i.e., xp = Xy.x,) and similarly let xf" 
(= CCy.x,) be the total modulatory input. Substituting 
these expressions into Equation (2) we have: 

(following partial differentiation with respect to xp 
and treating xp  and xf" as independent variables). This 
equality states that the responsiveness of i to its 
obligatory input increases as a nonlinear function of 
modulatory input (provided xy < 1). The contribu- 
tion from area j to the total modulatory input is 
reflected in the value of CE;'. This formulation of the 
model provided for an assessment of the size of the 
modulatory effect (see Fig. 3) in terms of the increase 
in sensitivity to obligatory input effected by modula- 
tory input. 

It is pleasing that a relationship as simple as Equa- 
tion (2) can provide a framework that embraces two 
such disparate aspects of modulation in the brain. 

Biological mechanisms of modulatory dynamics 

The measurements used in this study were hemody- 
namic in nature. This limits an interpretation at the 
level of neuronal interactions. However the analogy 
between the form of the nonlinear interaction be- 
tween V1 and V2 activity and voltage-dependent 
connections is a strong one. It is possible that the 
modulatory impact of V2 on V1 is mediated by 
predominantly voltage-dependent connections. The 
presence of horizontal voltage-dependent connec- 
tions within V1 has been established in cat striate 
cortex [Hirsch and Gilbert, 19911. We know of no 
direct electrophysiological evidence to suggest that 
feedback connections from V2 to V1 are voltage- 
dependent; however, our results are consistent with 
this. It should be noted that voltage-dependent feed- 
back (reentrant) connections in extrastriate cortex is a 
strong prediction in theoretical neurobiology: Their 
potential importance has been demonstrated using 
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synthetic neural modeling in the context of visual 
integration and binding [Tononi et al., 19921. 

An alternative mechanistic explanation for modula- 
tory effects, whch does not necessarily involve voltage- 
dependent connections, can be found in the work of 
Aertsen and Preissl[1991]. These authors have investi- 
gated the behavior of artificial networks, analytically 
and using simulations. They concluded that effective 
connectivity varies strongly with, or is modulated by, 
pool activity. Pool activity is the product of the 
number of neurons and their mean firing rate. The 
mechanism is simple; the efficacy of subthreshold 
excitatory postsynaptic potentials in establishing dy- 
namic interactions is a function of postsynaptic depo- 
larization, which in turn depends on the tonic back- 
ground of activity. This clearly relates to the idea that 
sensitivity to afferent input increases with intrinsic 
activity. Note that this explanation does not explain 
the empirical asymmetry we have observed. 

Validating the estimates 

The validity of the present results depends on the 
validity of Equation (2) to model comprehensively the 
interactions of interest. Effective connectivity is not an 
operational definition. It always depends on some 
modeling of the influence one neuronal systems exerts 
over another. We have found it useful to consider 
construct, face, and predictive validity separately. In 
the present study, construct validity (validity in terms 
of another construct or framework) has been estab- 
lished with reference to models of voltage-dependent 
effects and neuromodulation (see above). Face validity 
(does the model measure what it is supposed to?) was 
established by the post hoc sensitivity analysis pre- 
sented in Figure 4. The fact that the increase in 
sensitivity was significant suggests that the model is 
”tuned” to the right sort of phenomenon. Finally, we 
presented a direct assessment of predictive validity in 
the Results section, which, although not exhaustive, 
was a step in the right direction. We are currently 
considering validations that can be effected by a more 
sophisticated stimulation paradigm. 

Some qualifications 

Although it is possible to invoke a universe of 
nonlinear mechanisms that may account for the ob- 
served nonlinear effects reported, it is important to 
discount artifacts. The fMRI measure is a long way 
removed from neuronal activity. Can spurious nonlin- 
ear relationships be introduced by differential delay 
and dispersion of the signal (i.e., a macrovascular 

effect)? Strictly speakmg the answer to this question is 
no. Irrespective of how complicated the delay and 
dispersion effects, they can be modeled by convolu- 
tion of the underlying signal [see Friston et al., 19941. 
Convolution is a linear operation and, in the context of 
stationary stochastic processes, linear operators can- 
not introduce nonlinearities. We made great efforts to 
ensure the immobility of the MRI time-series by 
accounting for progressive magnetic saturation effects 
and movements of the subject’s head. Consistent 
differences in hemodynamic response profiles (as 
opposed to the underlying changes in neural activity) 
in the areas we have designated V1 and V2 would not 
give rise to the nonlinear asymmetries we have shown. 
If anything, response differences would tend to ob- 
scure any systematic nonlinear features. 

The model used in this paper is nonlinear but is very 
simple when compared to models typically found in 
computational neurobiology. For example, we have 
assumed linear response functions. The sorts of mod- 
els used in estimating effective connectivity should be 
distinguished from neural network models. The former 
are designed to allow connection parameters to be 
estimated, whereas the latter are trying to emulate a 
physiological process. Effective connectivity models 
are necessarily simple because they must be suffi- 
ciently constrained to permit reasonable parameter 
estimation. Clearly there is a balance here between 
practical usefulness and biological validity, and this 
should always be borne in mind. In addition, the 
model does not include any explicit time-dependent 
effects (for example, the activity in V2 is not a function 
of the activity in V1 100 ms ago). This simplification 
can be justified by noting that the hemodynamic 
response function has a time constant of about 8 s. 
This means that fine-scale temporal rela tionships can 
be considered to be averaged out. 

The mathematical solution obtained for Co and CM 
are optimum in a least squares sense but derive from a 
very underdetermined set of equations. This means 
that the solutions presented are not unique (although 
they are unique in terms of having a minimum 
norm-see appendix). While completely reliable, the 
validity of these estimates is, mathematically, open to 
question. From one perspective the present findings 
could be regarded as a validation of the mathematical 
technique, given that V2-V1 interactions are known to 
be modulatory and asymmetric [Sandcll and Schiller, 
19821. However this is not how the analysis was 
originally conceived. 

It should be noted that the present analysis was 
based on single coronal and sagittal slice data and that 
many potential interactions with other brain regions 
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were not quantified. In this work we considered the 
time-series from each voxel in a visual area as represen- 
tative of the activity from other voxels of that area. 
Clearly these early results will have to be replicated. 

Conclusion 

Deactivating V1 and V2 by cooling the cortex in 
monkeys has shown that the influence V1 exerts over 
V2 activity is not the same as the influence V2 exerts 
over V1. More exactly, V2 depends in an obligatory 
way on input from V2, but V1 activity is modulated by 
(feedback) input from V2. This is a fundamental 
observation and provides a neurophysiological mecha- 
nism whereby higher-order areas can modulate the 
activity of lower-order ones. Such modulation could 
modify the impact of sensory input on early visual 
representations and might be important for the integra- 
tion of features across extended regions of visual 
space, attentional effects, perceptual categorization, 
and, possibly, some illusory phenomena. If the modu- 
latory effect of V2 on V 1  exists in human cortex, then 
the relationship between activity changes in V1 and 
V2 should show some specific nonlinear behaviors. 
We have used fMRI to provisionally confirm the 
presence of this nonlinear relationship in humans. 
These results speak to a number of important points: 
1) concepts like effective connectivity, originated in 
the field of multiunit electrode recording, find a 
powerful application in functional neuroimaging; 2) 
the nature and quality of functional neuroimaging can 
support some quite ambitious analyses of corticocorti- 
cal interactions; and 3) the ability of basic neurosci- 
ence findings to inform human studies in a concrete 
and revealing way. 
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APPENDIX 

This section presents the mathematical details be- 
hind the estimation of obligatory and modulatory 
connection strengths. For any reference location (i) 
assume that a subset of the time-series can be selected 
so that x, is limited to some small range about its mean 
((xi)). For this subset Equation (2) can be approximated 
by: 

x, = x c;;.x, + (x,) c CI";'..] 

= X.(CO + (XI, C") 

= x.c (all 

where the second two expressions are in matrix notion 
(matrices are in bold). Now assume two such subsets 
are selected, one with a high mean ((X,)high) and one 
with a low mean ( { x , ) , ~ ~ )  giving two solutions for C 

(Chi@ and Glow), then: 

The estimation of C" and CM using this local linear- 
ization therefore reduces to solving the rank deficient 
problem [Eq. (al)] for two subsets of data. In the 
present work these subsets were obtained by splitting 
the data according to whether activity at the reference 
location was above or below zero. Equation (al) is 
underdetermined because the number of voxels (2,304 
or 2,160) far exceeds the number of observations (60). 
We employed a device that has been established in the 
measurement of effective connectivity using positron 
emission tomography (PET) data under similar rank 
deficient conditions. This involves solving Equation 
(al) in the space defined by the singular vectors of x 
[Friston et al., 1993133. This represents a standard 
approach to the rank deficient (underdetermined) 
least squares problem, where the solutions obtained 
(Chi@ and Glow) have the smallest 2-norm of all 
minimizers [Golub and Van Loan, 19891. In the above 
work we used only singular vectors associated with 
singular values that were greater than unity. Typically 
there are four to six such vectors which account for 
over 90% of the observed variance. 




