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In this paper we present a critique of pure insertion.
Pure insertion represents an implicit assumption be-
hind many (but not all) studies that employ cognitive
subtraction. The main contention is that pure inser-
tion is not valid in relation to the neuronal instantia-
tion of cognitive processes. Pure insertion asserts that
there are no interactions among the cognitive compo-
nents of a task. It is possible to evaluate and refute this
assumption by testing explicitly for interactions using
factorial experimental designs. It is proposed that
factorial designs are more powerful than subtraction
designs in characterizing cognitive neuroanatomy, pre-
cisely because they allow for interactions and eschew
notions like pure insertion. In particular we suggest
that the effect of a cognitive component (i.e., an effect
that is independent of other components) is best cap-
tured by themain (activation) effect of that component
and that the integration among components (i.e., the
expression of one cognitive process in the context of
another) can be assessedwith the interaction terms. In
this framework a complete characterization of cogni-
tive neuroanatomy includes both regionally specific
activations and regionally specific interactions. To
illustrate our pointwehaveused a factorial experimen-
tal design to show that inferotemporal activations, due
to object recognition, are profoundly modulated by
phonological retrieval of the object’s name. This inter-
action implicates the inferotemporal regions in phono-
logical retrieval, during object naming, despite the
fact that phonological retrieval does not, by itself,
activate this region. r 1996 Academic Press, Inc.

INTRODUCTION

This paper is a critique of cognitive subtraction as a
conceptual framework used in the design of brain
activation experiments. In particular we focus on serial
subtraction designs that rely on the assumption of pure
insertion. Serial subtraction designs are well estab-
lished and powerful devices inmapping cognitive neuro-
anatomy (e.g., Petersen et al., 1989) but are predicated
on possibly untenable assumptions about the relation-
ship between brain dynamics and the functional pro-

cesses that ensue (and where these assumptions may
be tenable they are seldom demonstrated to be so).
Concerns with serial subtraction can be formulated in
terms of the relationship between cognitive processes
and their neuronal implementation. In this paper we
suggest that nonlinear systems like the brain do not
behave in a fashion this is consistent with cognitive
subtraction. We illustrate our point with a simple
example—the functional anatomy of phonological re-
trieval during object naming.

Cognitive Subtraction, Pure Insertion,
and Additive Factors

Serial subtraction involves the successive elabora-
tion of a task by adding separable cognitive components
and measuring the resulting increases in neuronal
activity elicited by these tasks (using for example
regional cerebral blood flow—rCBF). The physiological
activations, which obtain on serial subtraction of these
measurements, are then identified with the added
cognitive components. The approach, predicated on
pure insertion, assumes that each cognitive component
evokes an ‘‘extra’’ physiological activation that is the
same irrespective of the cognitive or physiological
context. Pure insertion is an idea that underlies the
original Donders subtractive method and has proven
itself inmany situations; for example in the psychophys-
ics of reaction time measurements during the detection
of visual targets embedded in a background of distract-
ers. The linear (additive) relationship between reaction
time and the number of distracters has been used to
infer a ‘‘serial search’’ of the visual field (e.g., Treisman
et al., 1985). Compelling examples of pure insertion
usually involve an empirical demonstration of this
additive relationship between a perceptual or cognitive
process and a phenomenological brain measure (e.g.,
reaction time). However pure insertion in the context of
brain activation experiments is an a priori assumption
that has not been validated in any physiological sense.
We present here an evaluation, in physiological terms,
of cognitive subtraction by focusing on pure insertion:
This evaluation follows Sternberg’s proposal (Stern-
berg, 1969) to use additivity and interaction within
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factorial designs (the additive factor method) to ad-
dress this issue.
Pure insertion is implicit in cognitive subtraction.

The idea is that as a new cognitive (A) component is
added to a task, the implementation of the preexisting
components (e.g., B) remains unaffected. If this were
not the case the difference between tasks that did, and
did not, include component B would depend on the
presence of componentA. In other words pure insertion
requires that one cognitive component does not affect
the effect of another. In factorial designs pure insertion
is another way of saying that the interaction terms are
negligible. The fact that interactions can be measured,
using functional imaging (Friston et al., 1992a), means
that the validity of pure insertion can now be addressed
empirically. In this paper we use a simple factorial
design to demonstrate that the physiological brain does
not conform to pure insertion.

The Nonlinear Brain and Interactions

Even if, from a functionalist perspective, a cognitive
component can be added without interacting with
preexisting components, the brain’s implementation of
these processes is almost certainly going to show
profound interactions. This follows from the observa-
tion that neural dynamics are nonlinear (e.g., Aertsen
and Preissl, 1991). Nearly all theoretical and computa-
tional neurobiology is based on this observation. The
point being made here is that although a cognitive
science model, describing the functions, may include
serial and additive elements the implementation of
those functions is not. Consequently the structure of
the cognitive components (functional model) and the
brain’s physiological implementation are not isomor-
phic and the mapping of one onto the other is problem-
atic. Put boldly, cognitive science may be an internally
consistent discipline, but it has no necessary or defined
relation to measurements of brain function. Cognitive
subtraction makes some strong assumptions about this
relationship which are difficult to reconcile with basic
neurobiology.
One of the innumerable examples of nonlinear brain

dynamics that confound cognitive subtraction is modu-
lation, from classical neuromodulation to large-scale
modulatory interactions between different cortical ar-
eas (e.g., Friston et al., 1995a). A particularly relevant
example here is the modulatory role of attention on
perceptual processing; for example the responsiveness
of V5 to motion in the visual field (Zeki et al., 1991). It is
likely that this responsiveness is enhanced by selec-
tively attending to motion (see the compelling study of
Corbetta et al., 1991). V5 activation therefore repre-
sents an interaction between visual motion and selec-
tive attention. Consider now an experiment in which
visual motion is presented with and without selective
attention for motion. The resulting difference in physi-
ological activation of V5 would, in terms of cognitive

subtraction, be attributed to selective attention for
motion. This would be a fallacious conclusion because
the differential responses of V5 represent an interac-
tion between visual analysis of a particular attribute
and selective attention for that attribute. In neuronal
terms this might be described as a modulation of V5
responsiveness to motion in the visual field mediated
by afferents from some higher order area. The fallacy
would be revealed by repeating the experiment in the
absence of visual motion. In this instance ‘‘selective
attention for motion’’ should not activate V5 because
there are no motion-dependent responses to modulate.
This second experiment would demonstrate an interac-
tion between selective attention for motion and ‘‘visual
motion’’ using a factorial experimental design. The V5
example highlights the close relationship between func-
tional interactions (between different cognitive or sen-
sorimotor components) and statistical interactions that
can be inferred using factorial designs. It should be said
that we do not consider ‘‘attention’’ a cognitive compo-
nent (although the ‘‘control’’ of attention can be) but our
point is clearly illustrated by this example. Further-
more a motion stimulus may not be necessary to
demonstrate this modulatory effect of attention; for
example ‘‘imagined’’ motion could interact with selec-
tive attention in an analogous way. This sort of finding
would speak to the intimate relationship between
imagery and attention.
Similar conclusions have been reached in neuropsy-

chology: A patient with acquired dyslexia without dys-
graphia was found to have a deficit in accessing phonol-
ogy from semantics and a mild deficit in attending
selectively to components of compound visual stimuli.
These deficits interacted to severely disrupt her ability
to name the components of visual arrays, despite the
fact she could name each component when presented in
isolation (the symptom of attentional dyslexics). This
example ‘‘highlights the importance of interactions
between deficits as being a major contributory factor to
some neuropsychological syndromes’’ (Price and Hum-
phreys, 1993).
In summary, pure insertion discounts both functional

and physiological interactions and therefore represents
a very restrictive precondition for cognitive subtrac-
tion.

Cognitive Subtraction vs Factorial Designs

In this paper we suggest that a more powerful
approach to cognitive neuroanatomy is to consider
interactions explicitly, both in terms of the cognitive
model and in terms of the experimental design and
analysis. This acknowledges that the conjunction or
integration of two or more cognitive processes may
require an active physical instantiation. For example
naming an object involves object recognition, phonologi-
cal retrieval, and the integration of the two, where that
integration calls upon separable brain processes. Put
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more simply, phonological retrieval influences object
recognition, and vice versa, and these effects are physi-
ologicallymeasurable. This perspective requires a facto-
rial design where the interaction term represents the
nonadditive (i.e., nonlinear) physiological concomitants
of naming a recognized object, which is independent of
the activations produced by recognizing or naming
alone. This is the example used below.
The paper is divided into two sections. Both sections

use the same data to address the same question, ‘‘Is the
inferotemporal region implicated in phonological re-
trieval during object naming?’’ Considerable evidence
from neuroanatomy and unit–electrode recordings sug-
gests that neurons, in the inferotemporal cortex of
animals, respond selectively to specific objects in the
visual field or have the appropriate responses to do so
(e.g., Ungerleider and Mishkin, 1982; Desimone et al.,
1984; Perret et al., 1988) with convergent evidence in
man (e.g., Sergent et al., 1992). On the basis of this and
other evidence it might be hypothesized that inferotem-
poral regions are functionally specialized for object
recognition in man. Furthermore lesion studies in man
have shown that the ability to name objects is impaired
when the inferotemporal regions are damaged. For
example De Renzi et al. (1987) studied the neuropsycho-
logical correlates of inferior temporal ischemic damage.
As well as being alexic, subjects were impaired on
naming objects and photographs. This sort of evidence
suggests that the integrity of the inferotemporal cortex
may be necessary for phonological retrieval (among
other things) in object naming.
The first section of this paper addresses the above

question from the perspective of cognitive subtraction,
the implications for experimental design, analysis, and
the ensuing conclusion. The second section critically
reevaluates this conclusion in the light of the foregoing
reservations about pure insertion, and approaches the
question using a factorial design. The conclusion reached
in this section differed fundamentally with that based
on cognitive subtraction. The data presented here are
part of a larger experiment designed by one of us
(C.J.P.). The specific comparisons and (re)formulation
of the experimental design, described below, serve to
illustrate the points being made in this paper. A full
description of these experiments and the results will be
presented separately.

THE COGNITIVE SUBTRACTION APPROACH

Experimental Design

Consider the problem of designing an experiment to
identify brain areas selectively activated by phonologi-
cal retrieval during object naming. The cognitive pro-
cesses involved in this task include visual analysis,
object recognition, phonological retrieval, and speech.
Suppose that we are not concerned with the sensorimo-
tor aspects of the task but wish to test the hypothesis

that the inferotemporal regions are involved in both
object recognition and phonological retrieval. In this
case we want a series of tasks that, on successive
subtraction, isolate these two cognitive components
(i.e., three tasks). The tasks used were:

(A) saying ‘‘yes’’ when presented with a colored shape
(visual analysis and speech),
(B) saying ‘‘yes’’ when presented with a colored object

(visual analysis, speech, and object recognition), and
(C) naming a visually presented colored object (visual

analysis, speech, object recognition, and phonological
retrieval).

Subtraction of task A from task B should identify
brain regions associated with object recognition, and
subtraction of task B from task C should identify
regions implicated in phonological retrieval. The hypoth-
esis here is that both subtractions should activate the
left inferotemporal regions (among other regions).

Data Acquisition and Analysis

The data were obtained from six subjects scanned 12
times (every 8 min) while performing one of four
different tasks (the three tasks A, B, C, and a further
task D to be described below). Scans were obtained, in
pseudorandom order, with a CTI PET camera (Model
953B; CTI, Knoxville, TN). 15O was administered intra-
venously as radiolabeled water infused over 2 min.
Total counts per voxel during the buildup phase of
radioactivity served as an estimate of rCBF. Full de-
tails of the tasks will be presented elsewhere but in
brief subjects were shown colored pictures of nonregu-
lar shapes or common objects on a VDU every 2 s. The
subjects were instructed to respond with either ‘‘yes’’
(tasks A and B) or a name (tasks C and D). To facilitate
intersubject pooling, the data were realigned, spatially
normalized (Friston et al., 1996), and smoothed with an
isotropic 16-mm Gaussian kernel.
The data were analyzed using statistical parametric

mapping (Friston et al., 1995b). We used a blocked
one-way ANCOVA with global activity as a (subject-
specific) confounding covariate. Regionally specific dif-
ferences were assessed using linear compounds (or
contrasts) of effects due to the three replications of each
task. Each contrast produces a statistical parametric
map (SPM) of the t statistic. The SPMs were thresh-
olded at P 5 0.05 (uncorrected). In this paper we are
only concerned with differential responses in the left
inferotemporal region. Therefore we made no correc-
tion for multiple nonindependent comparisons in other
brain regions.

Results

Significant (P , 0.05 uncorrected) voxels from the
SPMs were rendered onto a drawing of the left cortical
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surface. The SPM representing the subtraction of task
A from task B is shown in Fig. 1, top, and includes, as
predicted, a small focus in the left inferotemporal
region. Other areas identified in this comparison in-
clude extrastriate regions, the superior temporal sulcus

and angular gyrus, and the cerebellum (isolated focus
on the lower right). However, we make no statistical
inference about these effects because we did not use
corrected P values. Figure 1 (bottom) shows the second
subtraction comparing tasks B and C. This SPM shows

FIG. 1. Cognitive subtraction SPMs. These are a maximum-intensity projection of SPMs rendered onto a drawing of the left lateral
cortical surface. Only voxels significant at P , 0.05 (uncorrected) are shown. The color scale is arbitrary and the space conforms to that
described in the atlas of Talairach and Tournoux (1988). (Top) SPM representing the subtraction of taskA from task B to reveal activations due
to object recognition. (Bottom) Subtraction of task B from task C characterizing activations due to phonological retrieval. These SPMs were
predicated on a cognitive subtraction model.
FIG. 4. Factorial analysis SPMs. These SPMs use the same format as Fig. 1 and depict the main effects (activations) and interactions due

to object recognition and phonological retrieval. (Top) Main effect of object recognition [i.e., (B 1 C) 2 (A 1 D)]. (Middle) Main effect of
phonological retrieval [i.e., (D 1 C) 2 (A 1 B)]. (Bottom) Interaction [i.e., (C 2 D) 2 (B 2 A)].
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activation foci in the extrastriate regions, ventrolateral
occipitotemporal region, angular gyrus, prefrontal re-
gions, and cerebellum. Again we make no statistical
inferences about these activations in this paper. A
separate communication will discuss these results in
the light of the appropriate a priori hypotheses. In this
paper we focus only on the inferotemporal region. From
the current perspective the key thing to note is that the
inferotemporal regions show no further activation due
to phonological retrieval. On the basis of these results
one might conclude that the inferotemporal region is
specialized for (implicit) object recognition and that
this cognitive component is sufficient to explain the
activations even in the context of naming that object. In
other words there is no evidence for differential re-
sponses in the inferotemporal regions due to phonologi-
cal retrieval. Figure 2 shows the activity of a voxel in
the inferotemporal region [248, 224, 232 mm BA
20—according to the atlas of Talairach and Tournoux
(1988)] during the three tasks (A, B, and C). These
results show that phonological retrieval does not,
in itself, activate this region. The conclusion is that
the inferotemporal regions cannot be implicated in
phonological retrieval (as far as can be measured with
PET).

A CRITICAL REEVALUATION

Experimental Design

The foregoing conclusion is wrong because it assumes
pure insertion: Namely, that the activation due to
object recognition is the same, irrespective of whether
phonological retrieval is present or not. In order to say
that phonological retrieval does not activate the infero-
temporal region (according to the second subtraction)
one has to assume that the activation due to object
recognition is the same as in the first subtraction (i.e.,
object recognition in the absence of phonological re-
trieval). To validate this assumption we need to mea-
sure activation due to object recognition in the presence
of phonological retrieval. This can be effected by compar-
ing tasks that involve phonological retrieval with and
without object recognition. This comparison required
the fourth condition:

(D) Name the color of a presented shape (visual
analysis, speech, and phonological retrieval).

Subtraction of taskA from task B gives the activation
due to object recognition in the absence of phonological
retrieval, and subtraction of task D from C gives the
recognition-dependent activation in the context of pho-
nological retrieval. Pure insertion requires these activa-
tions to be the same and this is not the case. Figure 3
(top) shows that the activation in the context of phono-
logical retrieval is far greater than under conditions
without phonological retrieval. In other words phono-
logical retrieval can be thought of as modulating the
recognition-dependant responses of the inferotemporal
region and in this sense the inferotemporal regions
contribute to phonological retrieval.
There is an alternative and equivalent perspective on

this interaction, which considers the inferotemporal
activations induced by phonological retrieval with and
without object recognition. Figure 3 (bottom) shows
that, in the absence of object recognition, phonological
retrieval deactivates the inferotemporal regions,
whereas in the context of object recognition, this effect
is nullified if not reversed. These data come from a
voxel in BA 20 (248, 218, 224 mm). In summary,
inferotemporal responses do discriminate between situ-
ations where phonological retrieval is present or not
and can be directly implicated in this cognitive process.
These differential responses are expressed at the level
of interactions and were revealed only with a factorial
experimental design.
The final problem addressed in this paper is how to

characterize these physiological effects in a way that
meaningfully relates to the underlying cognitive compo-
nents. The problem here is that if the activation due to
cognitive componentA (e.g., object recognition) depends
on whether other cognitive components are present or
not (e.g., phonological retrieval), what is the effect of A

FIG. 2. Inferotemporal responses to task-dependent activities.
Adjusted (for the confounding effects of global activity and the sub-
ject or block effect) rCBF equivalents for the three tasks (A, B,
and C). The bars represent mean activity and the dots are the
individual data points from each scan. Note that there is activa-
tion in passing from task A to B but not in going from task B to C.
These data were taken from a voxel in the left inferotemporal region
(248, 218, 224 mm according to the atlas of Talairach and Tour-
noux).
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that is independent of these other components? One
answer (in the context of a factorial design) is themain
effect of A. This is simply the difference between all
tasks that contain A and those that do not. In a
two-by-two factorial design there are two main effects
(due to the two components) and an interaction (due to
the integration of these components). With this frame-
work in mind we now present a factorial analysis of the
data described in the previous section.

A Factorial Analysis

Using the same ANCOVA as in the previous section
we tested for the main effect of object recognition, the
main effect of phonological retrieval, and the interac-
tion between them using the appropriate contrasts.
The resulting SPMs are shown in Fig. 4. The top
represents the main effect of object recognition and, as
above, includes the inferotemporal regions but now the

spatial extent is much greater. Comparison with Fig. 1
reveals an additional anterior temporal focus. Note
that because we used the same statistical model, the
statistical power (i.e., the degrees of freedom associated
with the error term) is identical to the subtraction
analysis. The middle shows the main effects of phono-
logical retrieval. The final SPM (bottom) depicts the
interaction (augmented activation) due to the conjunc-
tion of phonological retrieval and object recognition.
This SPM clearly highlights the inferotemporal region
and allows us to confirm that this region is implicated
in phonological retrieval during object naming. It is
interesting to note that some of the regions implicated
in phonological retrieval (notably the angular gyrus)
also show significant interactions. Because they are
orthogonal (independent) the probability of main ef-
fects and interactions occurring in the same place, by
chance, is exceedingly low. These findings will be
discussed in a subsequent paper.
In this paper we have shown the difference between

the two simple main effects (e.g., the main effect of
object recognition without phonological retrieval and
the main effect of object recognition with phonological
retrieval) to illustrate the exact nature of the interac-
tion (see Fig. 3). It is both usual and useful to report
simple main effects when an interaction is significant,
because the simple main effects characterize the exact
nature of the interaction.

DISCUSSION

In this paper we have presented a deliberately em-
phatic critique of cognitive subtraction and in particu-
lar the notion of pure insertion uponwhich it relies. The
main contention is that pure insertion may, or may not,
be a valid cognitive science level description, but it is
almost certainly not valid in relation to the brain’s
implementation of cognitive functions. This follows
from the fact that the brain is a highly nonlinear
system and, phenomenologically, does not conform to
additive or linear principles. We have used modulation,
in the brain, to highlight the relationship between
nonlinear neuronal interactions and statistical interac-
tions in factorial experimental designs. Pure insertion
disallows any interactions and yet these interactions
are evident, even in the simplest experiments. To
illustrate this point we have used a factorial experi-
ment designed to elucidate the functional anatomy of
object recognition and phonological retrieval.We showed
that pure insertion can be an inappropriate andmislead-
ing assumption. In so doing we were able to demon-
strate that inferotemporal activations, due to object
recognition, were profoundly modulated by phonologi-
cal retrieval of the object’s name. This interaction
clearly implicates the inferotemporal regions in phono-
logical retrieval during object naming, despite the

FIG. 3. Modulation of task-dependent activations. (Top) The
activation due to object recognition with (right) and without (left)
phonological retrieval. For this graph the difference was obtained by
subtracting the adjusted activities in the first, second, and third
occurrence of the two tasks in each subject. (Bottom) The same but
comparing the activation due to phonological retrieval with (right)
and without (left) object recognition. As in Fig. 2, the bars represent
mean activity and the dots are the individual data points from each
scan.
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absence of a main effect of phonological retrieval in this
region. By avoiding cognitive subtraction and using a
factorial design of this sort we were able to reconcile our
functional imaging results with lesion deficit studies
(e.g., De Renzi et al., 1987).
This paper is not questioning the validity of cognitive

subtraction. It questions the validity of pure insertion
in relation to cognitive subtraction. The analysis of
regionally specific effects, even in factorial designs,
relies upon subtraction. For example, the interaction is
equivalent to a difference between simple main effects
and can be characterized as such. A simple main effect
is, in most designs, a subtraction. Indeed if an interac-
tion is demonstrated it is usual to characterize the
nature of the interaction by reporting the simple main
effects. It may be thought that the use of subtraction
implies pure insertion, but it is not a necessary assump-
tion. With careful experimental design and analysis
one can eschew pure insertion. In many instances a
factorial design facilitates this.
It is interesting to speculate that cognitive processes

themselves may only express themselves at the level of
interactions. For example the semantics (memory or
knowledge of the meaning) of a word may only be
realized in the interaction, or integration, between the
word’s phonology and the associated percept, intention,
affect, or action (e.g., for nouns, the interaction between
phonology and object recognition). If this is the case
there would be no ‘‘semantic center’’ per se, but seman-
tics would be subtended by interactions between a set
of cortical regions subserving subordinate components
(e.g., phonological retrieval and object recognition). In
this regard it is noteworthy that in semantic dementia,
which is associated with progressive loss of semantic
knowledge, the atrophy seen on magnetic resonance
images may be maximal in the inferolateral temporal
cortex (Hodges et al., 1992). Although very conjectural
this perspective is consistent with conclusions based on
lesion data. For exampleAlexander et al. (1989) discuss
the distribution of cortical lesions associated with
transcortical sensory aphasia and consider the left
inferior temporal lobe [see also Nielsen (1946)], the
posterior inferior parietal lobe, and the white matter
connections between these regions as part of a distrib-
uted system dealing with semantic representations.
We reiterate that the task analysis (decomposition of

tasks into separable processing components) employed
in this paper served to illustrate a point and would
normally require a more comprehensive analysis (e.g.,
behaviorial or psychological justification for this particu-
lar decomposition and the equivalence of the different
components over tasks). For example it may be said
that the experimental design used here is not ideal, in
that naming a color and naming an object do not
represent the same cognitive component (or in statisti-
cal terms the level of a cognitive factor). However, this

essentially is the point being made: Phonological re-
trieval only has real meaning in relation to the context
(i.e., what is named). In the same sense object recogni-
tion is only completely specified when the context of
this recognition is defined (e.g., recognition is implicit
in task B and explicit in task C). This specification
speaks directly to the interaction between the cognitive
component and the context in which it is employed. In
turn this interaction requires a factorial design for
proper characterization. Clearly a comprehensive analy-
sis of object recognition would require a universe of
experiments over a wide range of ‘‘contexts.’’ It is
therefore important to acknowledge explicitly that the
main effects and interactions pertain to the tasks
employed in the experiment. The sort of generalization
implicit in cognitive subtraction to all contexts is
probably unwarranted. In general while task analysis
should guide the selection of tasks, the formulation of
factorial designs necessitates the careful manipulation
of task and instruction sets themselves.
We have previously described a broad taxonomy of

experimental designs in functional imaging (see Fris-
ton et al., 1995b) where these designs can be divided
into: (i) subtractive, (ii) parametric, and (iii) factorial.
Parametric designs include studies where some physi-
ological, clinical, cognitive, or sensorimotor parameter
is correlated with physiology to produce an SPM of the
significance of the correlation. In activation studies this
may be the frequency of stimulus presentation (Price et
al., 1992), time on target during a visuomotor tracking
paradigm (Grafton et al., 1993), or performance on free
recall (Grasby et al., 1994). Factorial designs provide
the opportunity to consider an interaction between the
treatments or sorts of condition (two factors interact if
the level of one factor affects the effect of the other; at
its simplest an interaction is a difference in a differ-
ence). In activation studies this may be the interaction
between motor activation (one factor) and time (the
other factor), an interaction that provides information
about adaptation (Friston et al., 1992a). Another ex-
ample of an interaction is between cognitive activation
and the effects of a centrally acting drug (Friston et al.,
1992b, Grasby et al., 1993). In this paper we have
proposed that factorial designs are more powerful than
subtraction designs in the analysis of cognitive pro-
cesses or components. This is because the interaction
between various cognitive components (factors) is explic-
itly included in factorial analyses and this eschews
pure insertion. In particular we suggest that the effect
of a cognitive component (this is independent of all
other components) is best captured by the main effect of
that component and that the integration of various
components (i.e., the expression of one cognitive pro-
cess in the context of another) is embedded in the
interaction terms. Brain regions can be functionally
specialized for this integration in the sense that they
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can demonstrate significant interactions in terms of
their physiological responses. If we are right, then
brain activations are only part of the story in mapping
cognitive anatomy. Regionally specific interactionsmay
hold the key for a more complete and richer character-
ization.
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