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Chib’s Estimate

Chib’s estimate is derived from a rearrangement of Bayes rule, expressing the evidence
in terms of the prior, likelihood and posterior, evaluated using parameters w. That is

_ p(y|w)p(w)
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where @ is chosen to have high probability under the posterior. In our implementation
we choose w to be the posterior mean. The likelihood and prior probabilities are readily
computed at this point leaving only the problematic posterior term p(w|y).

If samples were produced using Gibbs Sampling this term can be estimated as
described in [1]. If they were produced using a single block Metropolis-Hastings (MH)
sampler a method is described in Chib and Jeliazkov [2] (this paper also describes
methods for more structured samplers). This latter method can be derived from the
requirement of detailed balance

pr(wlw)p(wly) = pr(w|w)p(wly) (2)

where p(w|y) is the posterior density of model parameters w given data y, and the
probability of moving from parameter w to w in the Markov Chain is given by

pr(wld) = a(w|d)p(w|d) (3)

where p(w|w) is the proposal density and the MH acceptance probability is given by

o (oli) — min {1 Pulw) p(wlw)} W

"pu(@) plufd)
where the joint probability p,, (w) = p(y|w)p(w).

Substituting equation [3]into equation [2| integrating over w, and re-arranging gives
equation 8 in [2], which in our notation is

oy Ja(@lw)p(wlw)p(wly)dw
p(ly) = [ a(w|w)p(w|w)dw

()

This is the ratio of two expectations

E
A — num 6
p(]y) F (6)
Eoum = Ep('w|y) [a(@‘w)p(ﬁﬂw)}
Egenom = Ep(w|w) [O‘(w‘w)]
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The numerator expectation can be evaluated using samples from the Markov Chain, wg
(as these are from the posterior). That is

num =

a(w|ws)p(w|ws) (7)
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where S is the number of samples from the chain (after burn-in). If we record the joint
probability of samples from the chain then this quantity is readily computed, as only
the joint probability at w needs to be computed.

The denominator expectation is given by

J
1
Ejenom = j 2:: w_}|w (8)

and wj; are samples from p(w|w). This does not require sampling from a Markov chain,
merely from the proposal density centred at w. It does, however, require J evalutions of
the joint probability p,,(w;). If we are fitting differential equation models we therefore
have to integrate our models an additional J times to compute these values. However, J
can be less than S.

To summarise, Chib’s estimate uses samples already produced by a Markov chain,
and an additional set of new samples. This additional set is potentially smaller and is
not produced from a chain, but rather from the proposal density centred around e.g.
the posterior mean. In our implementation, however, we used J = S.
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