nonparametric approach to validate statistic images
introduction / advertisement

conceptually simple

relying only on minimal assumptions

=> can be applied when assumptions of a parametric approach are untenable
..in some circumstances >> outperforms << parametric approaches

-method is neither new nor contentious

(origins Fisher 1935, renaissance now, with improved computing technology. "Had R.A. Fisher and hes peers had access to similar resources, possibly, large areas of parametric statistics would have gone undeveloped!")

essential concept
eg. PET activation experiment where 1 single subject is scanned repeatedly under "rest" and "activation" conditions, considering data at 1 particular voxel:

labelling of observations by corresponding experimental condition would be arbitrary

=>  null hypothesis: "labellings are arbitrary"; 
significance of a statistic expressing the experimental effect can be assessed by comparison with distribution of values obtained when labels are permuted
=> we define exchangeability block (EB) as a block of scans within which the labels are exchangeable

permutation distribution
is sampling distribution of the statistic under the null hypothesis.

=> the probability of an outcome as or more extreme then the one observed is the proportion of statistic values in permutation distribution greater or equal to that observed.

randomisation test, mechanics

N: number of possible relabellings

ti  statistic corresponding to relabelling i set of ti  for all possible relabellings constitutes permutation distribution
T: value of the statistic for the actual labelling


(T is 'random', since under H0  it is chosen from permutation distribution)
all ti are equally likely under H0 so we determine significance of T by counting the proportion of the permutation distribution as or more extreme than T; => p-value; 

equivalently T must be greater or equal to 100 x (1- α) %-ile of the permutation distribution

critical value: c= α N , rounded down, is (c+1)st largest number of permutation distribution
if experimental condition is not allocated randomly..

..we must make "weak distributional assumptions" to justify permuting the labels on the data

typically: required that distributions have the same shape, or are symmetric

exchangeability must be assumed pos hoc
usually, same reasoning that would have let to a particular randomisation scheme , can be applied post-hoc to an experiment, leading to a permutation test with same degree of exchangeability.
single voxel example
assessing evidence of an activation effect at a single voxel of a single subject PET activation experiment;

design: 

6 scans

3 active [A]

3 baseline [B]

presented alternately, starting with B

any statistic can be used; eg. mean difference => T
randomisation test:

randomisation scheme has twenty outcoms 

eg. ABABAB, ABABBA, ABBAAB, ABBABA,…

H0: scans would have been the same whatever the experimental condition; labels are exchangeable

away from single voxel; multiple comparison permutation tests
per voxel: p-value pk for H0k  , k indexes the voxel 

if we have an a priori anatomical hypothesis concerning the experimentally induced effect at a single voxel, we can simply test at that voxel
if not => assess each and every voxel

Now, if labels are exchangeable with respect to the voxel statistic under scrutiny, then labels are exchangeable with respect to any statistic summarising the voxel statistic, such as their MAXIMA
presented here are 2 popular types of tests

a) single threshold test

b) suprathreshold cluster test

a) single threshold test
statistic image is thresholded and voxels with statistic values exceeding thresholds have their null hypotheses rejected

for a valid omnibus test, the critical threshold is such that probability that it is exceeded by the maximal statistic is less than α

=> compute permutation distribution of the maximal voxel statistic over the volume of interest

mechanics: for each possible relabelling i=1,…,N,  note timax 
critical threshold is c+1 largest member of permutation distribution for  Tmax where c= [α N], rounded down

b) suprathreshold cluster test
starts by thresholding statistic image at a predetermined primary threshold

then assesses resulting pattern of suprathreshold activity

=> assess size of connected suprathreshold regions for significance, declaring regions greater than critical size as activated

requires distribution of maximal suprathreshold cluster size distribution

i.e. for the statistic image corresponding to each possible relabelling, note size of largest suprathreshold cluster above primary threshold.

Such suprathreshold cluster tests are more powerful for functional neuroimaging data than the sinlge threshold approach (on the cost of reduced localising power) 
considerations
(only) assumptions: exchangeability; justification to permute labels?

so, any "before-after effects" can not be looked at in this way
additionally: 

when using non-parametric approach with a max. statistic to account for multiple comparisons:

for the single threshold test to be equally sensitive at all voxels, the (null) sampling distribution of the cosen statistic should be similar across voxels.

cf. single voxel example from above used mean: areas where the mean difference is highly variable will dominate the permutation distribution for the max. statistic; test will be less sensitive at voxels with lower variability

=> use an approximate t-statistic; thus, using the same voxel statistic for a non-parametric approach as for comparable parametric approach, or…

pseudo t-statistics

(recall t-statistic = change divided by square root of estimated variance of change)

when there are few degrees of freedom available for variance estimation, variance is actually estimated poorly

=> better estimate when pooling variance estimate at one voxel with those of its neighbours

more generally: weighted locally pooled voxel variance estimates can be obtained by smoothing the raw variance image.

'cause derivationof the parametric distribution of the pseudo t requires knowledge of the variance-covariances of the voxel level variances which has so far proved elusive, we cannot use pseudo-t statistics for parametric analyses – but, no problem for the non-parametric approach

olé

further constraint: number of possible relabellings
smallest p-value is obviously always 1/N; 20 for 5% level

largest is limited by computatonal feasibility, hence: we are allowed to use a sub-sample of relabellings; 

=> approximate permutation test

(is however more conservative and less powerful than one using full permutaton distribution,…,fortunately, 1000 permutations is enough for an effective approximate permutation test

Amen.
eg. 1 single subject PET with a parametric design –ha!
(parametric here refers to a design that is not factorial, cause a parameter is varied continuously)
design:

 investigation: Silbersweig (1994, 1995) was going to work on auditory hallucinations in schizophrenics, so the aim of the exmplary study preented here was to validate a PET methodology for imaging transient, randomly occuring events; en plus: ..that werw shorter than the duration of a PET scan

consider: 1 subject, scanned 12 times

during each scan, subj. was presented with brief auditory stimulus. Proportion of wach san over which stimuli were presented was randomly chosen within 3 randomisation blocks of 4, such that each block had same mean and similar variability

H0 ? => data would be the same whatever the duration
relabelling: 4! ways to permute 4 labels = 24…^3 since each block is independently randomised…total hebdifescht 13.824 permutations…this is too much! ['burdensome'] so we use approximate test; we randomly select 999 of therse 13.823 plus the T one
cluster definition resp. setting of primary threshold; THE QUANDARY
for the results to be valid, we need to pick a threshold before analysis is performed

we would know what to do with a parametric voxel statistic…but here we do not know any null-distribution a priori

=> authors suggest gathering experience with similar datasets from post hoc analyses

eg here: using data from other subjects they agreed on 3.0 as a 'reasonable primary threshold"

the hard bit (for the computer)

for each of the 1000 relabellings we just picked, the statistic image is computed and thresholded and the maximal suprathreshold cluster size is recorded (involving model fitting at each voxel, smoothing the variance image, creating pseudo t-statistic image)
fig. 4:statistic of interest: - voxel level statistic; generate statistic image





- maxial statistic; summarises statistic image in a single number
for T: max. STCS = 3101, only 5 relabellings of 999 yeald max STCS equal to or larger than 3101; p-value for experiment is thus 5/1000;

the 5% level is at 462 so any suprathreshold cluster with size greater than 462 voxels can be declared significant at 0.05
eg. 2 multi-subject PET
design: n=12, 2 condition presentation orders in balanced randomisation; 6 subj. ABABAB…, 6 subj. BABABABA…

H0  for each subject, experiment would have yielded same data were the conditions reversed

exchangeability: relabelling enumeration: permute across subj. EB ≠ units of scans, EB = subjects;

12! / (6! (12-6)! = 924 ways of choosing 6 of 12 to have ABABABA…

statistic: we are interested in activation magnitude relative to intersubject variability in activation; 


- statistic associated with a random effects model incorporating random subject by condition interaction


- collapsing data within subj.; computing statistics across subjects;


- repeated measures t-statistic after proportional scaling global flow normalisation
eg. 3 multi-subject fMRI activation experiment
here, we want to make an inference on a population

we will use a smoothed variance t-statistic with a single threshold test

fMRI data present a special challenge for nonparametric methods, sinceFMRI data exhibit temporal autocorellation and hence assumption of exchangeability of scans within subject is not tenable..

..luckily, analysing a group of subjects, we need only assume exchangeability of subjects

design: 12 subj., data: per subject difference image between test- and control condition
H0: symmetric distribution of the voxel values of the subjects' difference images have zero mean.

exchangeability: a single EB consisting of all subjects. exchanging test and control labels has the effect of flipping the sign of the difference image. So, we consider subject labels of "+1" and "-1". Under the null hypothesis we have data symmetric about zero and hence can randomly flip the signs of subjects' difference images. => there are 212 = 4,096 possible ways of assigning either "+1" or "-1" to each subject.
see fig 7 for comparison with other methods

Final word
"non parametric method is very useful, especially if n is low (low degrees of freedom). 

It is much more powerful (in the context of multiple comparisons)."
Thank you Dr Daniel

Reference: Nichols & Holmes 2003

eg. 3 multi subject fMRI activation experiment
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