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Many formal models of short-term memory have recently been proposed (e.g. Anderson & Matessa, 1997; Brown, Preece,

& Hulme, in press; Burgess & Hitch, 1992; Henson, 1998; Lee & Estes, 1981; Lewandowsky & Murdock, 1989; Murdock,

1995; Nairne, Neath, Serra, & Byun, 1997; Neath, 1993; Page & Norris, 1998). An important issue addressed by these

models is the problem of serial order: that is, how people store and retrieve a novel sequence of items in the appropriate

order. A popular solution to this problem is to assume that each item is coded for its position within a sequence. The

present article discusses three different means of coding position . It is argued that the pattern of errors people make when

they misrecall a sequence supports the hypothesis that position is coded relative to the start and the end of a sequence.

Other evidence, however, suggests that positional coding is also sensitive to temporal factors. A new model is described that

reconciles these two strands of evidence.

Plusieurs modeÁ les formels de meÂ moire aÁ court terme ont eÂ teÂ reÂ cemment proposeÂ s (Anderson & Matessa, 1997; Brown,

Preece, & Hulme, sous presse; Burgess & Hitch, 1992; Henson, 1998; Lee & Estes, 1981; Lewandowsky & Murdock, 1989;

Murdock, 1995; Nairne, Neath, Serra, & Byun, 1997; Neath, 1993; Page & Norris, 1998). Une question importante abordeÂ e

par ces modeÁ les est le probleÁ me de l’ ordre seÂ riel, c’est-aÁ -dire comment les gens emmagasinent et reÂ cupeÁ rent une nouvelle

seÂ quence d’ items dans l’ ordre approprieÂ . Une solution populaire aÁ ce probleÁ me est de supposer que chaque item est codeÂ

selon sa position dans une seÂ quence. Cet article discute de trois facË ons diffeÂ rentes de coder la position. Il est proposeÂ que le

patron d’ erreurs, lorsqu’ une seÂ quence n’ est pas rappeleÂ e correctement, appuie l’ hypotheÁ se d’ un codage de la position en

rapport avec le deÂ but et la ® n d’une seÂ quence. D’ autres donneÂ es suggeÁ rent que le codage de la position est aussi sensible aÁ

des facteurs temporels. Un nouveau modeÁ le est deÂ crit qui incorpore ces deux ensembles de reÂ sultats.

M odels of serial order in short-term memory can be

classi® ed as chaining , ordinal, or positional models (Hen-

son, 1998) . Chaining models, such as TODAM (Lewan-

dowsky & Murdock, 1989; Murdock, 1995) , store order

via associations between successive items. The order of

items can be reconstructed by chaining along these asso-

ciations, such that each item becomes the cue for retrieval

of its successor. However, though a long-standing and

recurring idea (e.g. Ebbinghaus, 1964 ; Jordan, 1986) ,

there is in fact little evidence to support chaining models

of short-term memory (Henson, 1996; Henson, Norris,

Page, & Baddeley, 1996) . Ordinal models, such as the

Primacy Model (Page & Norris, in press) store order

via the relative strengths of item representations in mem-

ory. These models escape many of the criticisms of chain-

ing models. However, because order is stored relationally,

ordinal models cannot account for positional errors in

serial recall (see following). These errors demand some

approximate coding of item positions in a sequence, as

assumed in positional models, such as the List M emory

M odel (Anderson & Matessa, 1997) , the Articulatory

Loop M odel (Burgess & Hitch, 1992 , 1998), the OSCAR

M odel (Brown et al., in press), the Start-End Model

(Henson, 1998) , the Perturbation Model (Lee & Estes,

1981), and the Positional Distinctiveness Model (Nairne

et al., 1997 ; Neath, 1993).

THREE CODINGS OF POSITION

The positions of items within a sequence can be de ® ned

in temporal, absolu te, or relative terms. A coding of tem-

poral position assumes that each item is associated with

its time of occurrence (Yntema & Trask, 1963) , perhaps

relative to the start (Brown et al., in press) or end

(Glenberg & Swanson, 1986; Neath, 1993) of a sequence.

In the OSCAR model of Brown et al. (in press), for

example, items are associated with the states of temporal

oscillators of different frequencies (e.g. the hour and

minute hands of a clock, Fig. 1a). By resetting the oscil-

lators (rewinding the clock), the order of items can be

recalled.

A coding of absolute position assumes that items are

associated with their ordinal position ( ® rst, second , third,

etc.), regardless of their time of occurrence (Anderson &

M atessa, 1997; Burgess & Hitch, 1992). In the connec-

tionist model of Burgess and Hitch, for example, items

are associated with a context signal, implemented as a

window of activity that moves across an array of nodes
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from left to right (Fig. 1b). In one version of th is model

(Burgess & Hitch, 1992) , the context signal is event-dri-

ven, in that the window only moves when a new item is

presented, regardless of the delay between successive

items. In other words, items are associated with their

absolute position from the start of the list.

A coding of relative position assumes that items are

coded with respect to both the start and the end of a

sequence (Henson, in press; Houghton, 1990) . The Start-

End M odel (SEM) of Henson (1998) for example,

assumes a start marker, which is strongest at the start

of a sequence and decreases in strength towards the end,

and an end marker, which is weakest at the start of a

sequence and increases in strength towards the end (Fig.

1c). The relative strengths of the start and end markers

therefore provide an approximate two-dimensional code

for each position within the sequence. Associating items

with these marker strengths codes their position relative

to the end as well as the start of a sequence.

A temporal coding of position is sensitive to presenta-

tion rate, such that items further apart in time are asso-

ciated with more distinctive positional codes (cf. a line of

telegraph poles receding into the distance, Neath &

Crowder, 1990). An absolute coding of position, however,

is insensitive to presentation rate, in that the code for the

second item in a sequence presented rapidly is identical

to the code for the second item in a sequence presented

slowly. An absolute coding of position (relative to the

start of a sequence) is also insensitive to the length of a

sequence, in that the code for the th ird item in a sequence

of three is identical to the code for the third item in a

sequence of ® ve. A relative coding of position, however,

is sensitive to sequence length, in that the code for the

third item in a sequence of three is different from the

code for the third item in a sequence of ® ve: The former

item is coded at the end of the sequence, whereas the

latter item is coded in the middle of the sequence.

EVIDENCE FROM ERROR PATTERNS IN

SERIAL RECALL

Positional models of serial order derive support from two

main types of error. The ® rst occurs when a sequence is

grouped into subsequences by, for example, inserting a

pause every third item (e.g. Ryan 1969; Wickelgren,

1967) . Though the total number of errors is reduced by

grouping, one class of error actually increases (Lee &

Estes, 1981; Nairne, 1991) . These interpositions (Henson,

1996) are transpositions between groups that maintain

their position within groups, such as the swapping of

middle-group items illustrated in Fig. 2a. The relatively

high incidence of isolated interpositions (Henson, 1996)

indicates that items are somehow coded for their position

within groups.

The second type of positional error occurs between

recall of successive sequences. In a typical serial recall

1
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(b )

Position

1 2 3 4

S
E

(c)

1 2 3 4

Position

FIG. 1. Illustrations of positional coding in (a) the temporal terms of

Brown et al. (in press), (b) the absolute terms of Burgess and Hitch

(1992), and (c) the relative terms of Henson (1998).

(a) Interpositions

R     M     H          Q     J    Y

(b) P rotrusions

R      M      H      Q     J     Y

V     M      F       L      J     Z
FIG. 2. Positional errors in seria l recall: (a) interpositions between

groups, and (b) protrusions between trials.
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experiment, participants attempt multiple trials of pre-

sentation and recall. Deta iled analyses of the errors in

such experiments reveal that erroneous items are more

likely than chance to occur at the same position in the

previous trial (Conrad, 1960; Estes, 1991) . Henson

(1996 ) called such errors protrusions (Fig. 2b). Such

proactive interference of positional information indicates

that items are somehow coded for their position within

trials.

Both interpositions and protrusions are examples of a

general tendency for substitutions between sequences to

maintain their position within a sequence. However,

most previous demonstrations of such positional errors

have used sequences of equal length presented at a

constant rate, for which the de® nitions of temporal,

absolute, and relative position are confounded. Only

recently have these errors been used to investigate the

nature of positional codes in short-term memory.

Temporal vs. Absolute Position

To test whether position within groups is coded in tem-

poral or absolute terms, Ng (1996 ) examined the pattern

of interpositions between groups presented at different

rates. In one condition, the middle group in three groups

of three items was presented twice as slowly as the ® rst

and last group. Considering only the ® rst two groups for

simplicity (Fig. 3a), the question was whether the th ird

item in the ® rst group was more likely to transpose with

the third item of the second group (as predicted by an

absolute coding of position from the start), or with the

second item of the second group (as predicted by a

temporal coding of position from the start, given that

these items occurred at the same time relative to the start

of a group). The former errors proved more common,

favouring an absolute coding of position. This result held

with both visual and auditory presentation of the stimuli

(Ng & Maybery, 1999).

One problem with Ng’s experiments is that partici-

pants may have rehearsed the items at rates that differed

from the objective presentation rates. Indeed, it is possi-

ble that they rehearsed the groups at the same rate (e.g.

their maximum rate of subvocal articulation), in which

case the predictions of a temporal coding of position no

longer differ from those of an absolute coding. One

solution to th is problem is to repeat the experiments

with concurrent articulatory suppression, which should

minimise any rehearsal (Baddeley, 1986). The results of

such an experiment are currently being analysed (Ng &

M aybery, 1999) .

Absolute vs. Relative Position

Absolute and relative codings of position cannot be dis-

tinguished by Ng’s experiments. To test whether position

within groups is coded in absolute or relative terms,

Henson (in press) examined the pattern of interpositions

between groups of different sizes. In one condition

(Fig. 3b), a group of three items was fo llowed by a group

of four. The question was whether the third item in the

® rst group was more likely to transpose with the th ird

item of the second group (as predicted by an absolute

coding of position from the start), or with the fourth

item of the second group (as predicted by a relative

coding of position, given that these items occurred at

the end of a group). The latter errors proved more com-

mon, favouring a relative coding of position. In a second

experiment, Henson examined the pattern of protrusions

between trials of different length (Fig. 3c). A relative

coding of position was again supported by the ® nding

that items at the end of one report were more likely to

have occurred at the end of the previous report than at

the same absolute position in the previous report.

These results are dif® cult to explain in terms of dif-

ferent rehearsal rates, because there is no obvious reason

for participants to rehearse longer sequences faster than

shorter ones, such that the total rehearsal time for the

different sequence lengths is equated. Furthermore,

though the ® nding of end-to-end errors is not incompa-

tible with a temporal or absolute coding of position

de ® ned relative to the end (rather than start) of a

sequence, further analysis also revealed that start-to-start

(a )

 R   M   H          Q        J        Y

(b)

R    M    H        Q     J     Y    F

(c)

R    M    H    Q   J

Y    F     L    Z    K    G    X

Tempora l Absolute R elative

FIG. 3. Positional errors respecting temporal, absolute or relative posi-

tion with (a) groups presented at different rates, (b) groups of different

size, and (c) trials of different length. (Note: temporal and absolute

position are de® ned relative to the start of a sequence in these examples.)
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errors were more common than errors between items at

the same temporal or absolute position relative to the

ends of sequences. These data therefore suggest that

position is coded relative to both the start and the end

of a sequence.

One might object that there is some property unique

to the ® nal item in a sequence that explains why end-to-

end substitutions were so common. A more general test

of a relative coding of position needs to examine the

pattern of errors between the middle positions of

sequences. For example, a general coding of relative posi-

tion predicts that the second item in a group of three is

most likely to substitute with the third item in a group of

® ve. Indeed, a more comprehensive test of temporal,

absolute, and relative position might involve sequences

like those depicted in Fig. 4a, in which a sequence of

three items is followed by a sequence of ® ve items pre-

sented three times as fast. Consider the second item in

the ® rst sequence: A temporal coding of position relative

to the start of a sequence predicts that this item is most

likely to substitute for the fourth item of the second

sequence. Alternatively, a temporal coding of position

relative to the end of a sequence predicts that this

item is most likely to substitute for the second item of

the second sequence. An absolute coding of position

relative to the start of a sequence predicts that this

item is most likely to substitute for the second item of

the second sequence. Alternatively, an absolute coding

of position relative to the end of a sequence predicts

that this item is most likely to substitute for the fourth

item of the second sequence. Only a relative coding of

position predicts that the second item in the ® rst

sequence is most likely to substitute for the third item

of the second sequence.

THE START-END MODEL

Of the three positional models outlined in Fig. 1, the

results given favour the SEM (Henson, 1998) . However,

the data also raise questions regarding the nature of the

end marker assumed by this model. First, there is the

question of how the end marker grows in strength

towards the end of a sequence, when that end has not

yet occurred in time. One possibility is that the strength

of the end marker corresponds to the degree of expecta-

tion for the end of the sequence (Henson, 1998) . This is a

plausible assumption when the sequence lengths are

known in advance (such as the groups in Experiment 1

of Henson, in press). However, the length of the

sequences used in Henson’s Experiment 2 varied from

trial to trial in an unpredictable manner. In other words,

participants did not know the length of a sequence in

advance, making an expectancy interpretation of the end

marker strength less plausible. Another possible solution

is described next.

OSCILLATOR-CODING OF

RELATIVE POSITION

A model developed by Henson and Burgess (1997 )

demonstrates how a relative positional coding can be

implemented with temporal oscillators. This model

assumes that people possess a number of internal oscil-

lators with a range of different frequencies. However,

rather than combining the states of these oscillators to

form a single timing signal, as in OSCAR (Brown et al.,

in press), Henson and Burgess assumed that each oscil-

lator competes separately to best represent a sequence.

The `̀ best oscillators’ ’ are those with a half-period closest

to the temporal duration of the sequence (see Fig. 5a).

Thus sequences of different temporal durations are

represented by different oscillators. Importantly, how-

ever, the positional codes associated with items are

de ® ned by the phase of the oscillators at the point in

time when each item was presented. The use of phase

information automatically de® nes position relative to

both the start and the end of a sequence: The phase of

an oscillator that is associated with an item at the end of

a short sequence, for example, will be identical to the

phase of a slower oscillator that is associated with an

(a )

R                M                H

Q    V    J     F     L

(b)

R          M          H

      

R    M    H

Tem pora l A bso lu te R elat ive

R eca ll C ue

R eca ll C ueTime
FIG. 4. Predictions for future experiments: (a) combined test of tem-

poral, absolute and relative positional coding of nonterminal items

(note: temporal and absolute position are de® ned relative to the start

of a sequence in these examples), and (b) test for the effects of temporal

spacing on serial recall performance.



CODING POSITIO N IN STM 407

item at the end of a long sequence. Positional codes are

therefore independent of both the number of items in a

sequence and the rate of presentation of those items.

More precisely, the model assumes that items are

associated with the phase of all oscillators as they are

presented. When the sequence ends (as de ® ned later), the

oscillators with a frequency that means they are closest

to completing a half-period (i.e. closest to their state at

the start of the sequence) are selected to represent the

sequence. An important advantage of th is model over the

SEM (Henson, 1998) therefore is that it does not need to

know the length or duration of a sequence in advance.

Because multiple oscillators compete during presenta-

tion, many possible `̀ parsings’ ’ of a sequence are main-

tained in parallel, and only when a sequence ends is the

correct `̀ parsing’ ’ selected. At recall, oscillators of any

frequency can be chosen in order to recall the items

serially (depending on the desired speed of recall). The

strength with which items are cued at each time point

during recall is determined by the similarity in the phases

of the recall oscillators and the oscillators that won the

competition to represent the sequence. (For a more

detailed mathematical formalization of this model, and

demonstrations that it can reproduce appropriate simi-

larity gradients, see Henson & Burgess, 1997.)

In order to detect the end of a sequence, Henson and

Burgess assumed additional input from a rhythmic

tracker. This tracker ¯ ags the end of a sequence whenever

an item fails to occur in time with the beat de ® ned by the

previous items. Thus the pause after the third item in

Fig. 5b will signal the end of the ® rst group. (Surpris-

ingly, the precise temporal characteristics that determine

grouping in short-term memory do not appear to have

been studied.) For such grouped sequences, oscillators

compete to represent both the position of each item

within a group, and the position of each group within

the sequence. Structured sequences are therefore repre-

sented by oscillators of several different frequencies; fast

ones coding item positions in groups, slower ones coding

group positions in groups of groups, etc. In other words,

the model is extendible to hierarchies of positional codes

(Lee & Estes, 1981; though see Henson & Burgess, 1997 ,

for the problems with synchronizing oscillators at each

level of a hierarchy).

EVIDENCE FROM TEMPORAL
PRESENTATION SCHEDULES

An alternative test of positional coding involves compar-

ing serial recall performance as a function of different

temporal presentation schedules. Several studies have

shown that measures of the recency effect are sensitive

to the ratio of inter-item interval to retention interval

(e.g. Bjork & Whitten, 1974 ; Glenberg & Swanson, 1986;

Neath & Crowder, 1990) , consistent with the distinctive-

ness models of Neath (1993) and Nairne et al. (1997) .

However, these studies have used either free recall or

recognition, for which the use of positional information

is not strictly necessary. M oreover, the recency effect is

not necessarily the best index of positional coding in

short-term memory. The regression slope over the last

few serial positions, for example, (Nairne et al., 1997) is

likely to depend on several factors, including overall

performance level. This is particularly relevant to serial

recall, where other factors affecting recency include, for

example, the suppression of previous responses (see

Henson, 1998). These studies do not therefore provide

direct evidence for temporal effects on positional coding

in short-term memory for serial order.

One clear prediction of a temporal coding of position

is that, all else being equal, items more widely separated

in time will be coded more distinctively. This suggests

that slower presentation rates should produce superior

serial recall performance. However, one problem with

this prediction is that rehearsal rates are again likely to

differ from objective presentation rates. When rehearsal

was prevented by articulatory suppression, Baddeley and

Lewis (1984 ) found that serial recall was worse with slow

presentation rates, contrary to what might be expected

from a temporal coding of position. (Neath & Crowder,

1996, showed that slower presentation rates did aid per-

formance when mean presentation rates were as fast as

® ve items per second, but the danger with such rapid

    R    M    H    Q    J    Y    fast  o scilla to r

    R    M    H    Q    J    Y   best  o scilla to r

    R    M    H    Q    J   Y    slow oscilla tor

R       M       H       _      Q        J       Y        _

R           M         H       Q     J   Y

R   M     H       Q         J           Y

(c)

(b)

(a )

FIG. 5. Illustrations of (a) competition between oscillators to best repre-

sent a sequence (Henson & Burgess, 1997), (b) rhythmic parsing of

grouped sequences, and (c) oscillator representations of increasing and

decreasing schedules of Neath and Crowder (1996).
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presentation rates is that they do not allow such effective

encoding of items.)

A second problem with varying presentation rates is

that other factors that affect serial recall may also be a

function of time. For example, phonological information

is often assumed to be rapidly forgotten from short-term

memory (Tehan & Humphreys, 1995). The greater lag

between presentation and recall of each item that is

entailed by the slower presentation rates of Baddeley

and Lewis (1984 ) might impair serial recall despite

more distinctive positional codes. What is required is a

comparison of serial recall performance when the tem-

poral spacing between items is varied but the mean time

between presentation and recall of items is kept constant.

In Fig. 4b, for example, temporal distinctiveness theory

predicts superior performance for the slower presenta-

tion rate. Assuming a linear relationship between lag and

the recall probability of each item (and that rehearsal is

prevented by articulatory suppression), the oscillator

model of Henson and Burgess (1997) , however, predicts

no difference between the two presentation schedules,

because the positional codes are equivalent in both cases.

A study by Neath and Crowder (1996) suggests that

the timing of presentation can affect positional coding in

other situations. They compared serial recall under two

presentation schedules: an increasing schedule in which

the interitem interval increased with serial position, and

a decreasing schedule in which the interitem interval

decreased with serial position (Fig. 5c). Performance

with the increasing schedule was superior to that with

the decreasing schedule. Because the total presentation

time and mean lag between presentation and recall was

equal in both schedules, th is difference is dif® cult to

attribute to encoding or rehearsal differences, or to decay

of item information. The temporal distinctiveness expla-

nation offered by Neath and Crowder was that partici-

pants adopted a forward perspective (from the start of

the sequences), from which it is more bene ® cial for later

items to be widely spaced in time than it is for early items

(cf. the telegraph pole analogy).

This sensitivity to increasing and decreasing presenta-

tion schedules is not necessarily problematic for the oscil-

lator model of Henson and Burgess (1997) , however.

Assuming that the rhythmic tracker does not identify

any rhythm or grouping in either schedule, sequences

will be coded by the same oscillators in both cases

(Fig. 5c). Inter-item intervals that increase towards the

end of a sequence will therefore be associated with

increasing phase differences, whereas inter-item intervals

that decrease towards the end of a sequence will be

associated with decreasing phase differences. Larger

phase differences between successive positions result in

more distinctive coding of those positions, just as in

temporal distinctiveness theory. Thus the model can

appeal to the same explanation of a forward perspective

that was proposed by Neath and Crowder (though one

might also consider other consequences of changing the

distinctiveness of successive positions, such as the effects

of recalling early items on the probability of recalling

subsequent items; cumulative effects that are character-

istic of serial recall, Henson, 1996) .

The oscillator model of Henson and Burgess (1997 )

only models the coding of position: It is not a complete

process model of serial recall. As mentioned earlier, the

probability of recalling each item correctly during serial

recall depends on other factors such as response compe-

tition, response suppression, available item information,

and the retention interval. The competition between

items for recall at each position (normally via a variant

of the Luce choice rule) is assumed by almost every

model of serial recall. This competition explains why it

is the coding of position relative to the coding of sur-

rounding positions that is important in determining the

probability of correct recall of items. Response suppres-

sion, the process that reduces the probability of an item

being recalled more than once, is also assumed by nearly

every model of serial recall. This will affect the oscillator

model’s predictions for overall performance level and

serial position curves. Finally, the model needs to address

the issue of retention interval before it can be compared

with the temporal distinctiveness theory of Neath and

Crowder (1990) . Indeed, recent evidence from free recall

(Nairne et al., 1997) suggests that the absolute duration

of a retention interval exerts an effect despite a constant

ratio of inter-item interval to retention interval, which is

not predicted by temporal distinctiveness theory. One

possibility is that the forgetting during a retention inter-

val re¯ ects the decay of the associations between items

and the oscillators representing the sequence (cf. Burgess

& Hitch, 1998). In this case, the effects of the retention

interval are different from those of the inter-item inter-

val: That is, there are effects of time on short-term

memory for serial order that are distinct from its effects

on positional coding.

CONCLUSION

A review of recent data suggests that models of short-

term memory for serial order must include some form of

positional information associated with the items in a

sequence, and that this information should be de® ned

relative to both the start and the end of that sequence.

A new model was outlined that codes positions in such

relative terms via the phases of oscillators. This model

not only overcomes the problems associated with predict-

ing the end of a sequence, but also allows some in¯ uence

of temporal factors on positional coding, particularly

when no rhythmic grouping is identi® ed within a

sequence. The challenge for future developments of this

model is to specify more precisely how the timing of

items effects their grouping and to address the issue of

retention interval in order to compare the model to

theories of temporal or positional distinctiveness.



CODING POSITIO N IN STM 409

REFERENCES

Anderson, J.R., & Matessa, M. (1997). A production system

theory of serial memory. Psychological Review, 104, 728± 748.

Baddeley, A.D. (1986). Working memory. Oxford: Clarendon

Press.

Baddeley, A.D., & Lewis, V.J. (1984). When does rapid presen-

tation enhance digit span? Bulletin of the Psychonomic

Society, 22, 403± 405.

Bjork, R., & Whitten , W.B. (1974). Recency-sensitive retrieval

process in long-term free recall. Cognitive Psychology, 6,

173± 189.

Brown, G.D.A., Preece, T., & Hulme, C. (in press). Oscillator-

based memory for serial order. Psychological Review.

Burgess, N., & Hitch, G. (1992). Toward a network model of

the articulatory loop. Journal of Memory and Language, 31,

429± 460.

Burgess, N., & Hitch, G. (1998). Memory for serial order: A

network model of the phonological loop and its timing. Manu-

script submitted for publication.

Conrad, R. (1960). Serial order intrusions in immediate mem-

ory. British Journal of Psychology, 51, 45± 48.

Ebbinghaus, H. (1964). Memory: A contribution to experimental

psychology. New York: Dover.

Estes, W.K. (1991). On types of item coding and sources of recall

in short-term memory. In W.E. Hockley & S. Lewandowsky

(Eds.), Relating theory and data: In honor of Bennet B.

Murdock (pp. 175± 194). Hillsdale, NJ: Lawrence Erlbaum

Associates Inc.

Glenberg, A.M., & Swanson, N.G. (1986). A temporal distinc-

tiveness theory of recency and modality effects. Journal of

Experimental Psychology: Learning, Memory and Cognition,

12, 3 ± 15.

Henson, R.N.A. (1996). Short-term memory for serial order.

Unpublished doctoral dissertation, University of Cambridge,

UK.

Henson, R.N.A. (1998). Short-term memory for serial order:

The Start-End Model of serial recall. Cognitive Psychology,

36, 73± 137.

Henson, R.N.A. (in press). Positional information in short-

term memory: Relative or absolute? Memory and Cognition.

Henson, R.N.A., & Burgess, N. (1997). Representations of serial

order. In J.A. Bullinar ia, D.W. Glasspool, & G. Houghton

(Eds.), 4th Neural Computation and Psychology Workshop

(pp. 283± 300). London: Springer.

Henson, R.N.A., Norris, D.G., Page, M.P.A., & Baddeley,

A.D. (1996). Unchained memory: Error patterns rule out

chaining models of immediate serial recall. The Quarterly

Journal of Experimental Psychology, 49A , 80± 115.

Houghton, G. (1990). The problem of serial order: A neural

network model of sequence learning and recall. In R. Dale,

C. Mellish, & M. Zock (Eds.), Current research in natural

language generation (pp. 287± 319). London: Academic Press.

Jordan, M.I. (1986). Serial order: A parallel distributed

approach (ICS Report 8604). San Diego, CA: University of

California, Institute for Cognitive Science.

Lee, C.L., & Estes, W.K. (1981). Item and order information in

short-term memory: evidence for multilevel perturbation

processes. Journal of Experimental Psychology: Human

Learning and Memory, 7, 149± 169.

Lewandowsky, S., & Murdock, B.B., Jr. (1989). Memory for

serial order. Psychological Review, 96, 25± 57.

Murdock, B.B., Jr. (1995). Developing TODAM: Three

models for serial order information. Memory and Cognition,

23, 631± 645.

Nairne, J.S. (1991). Positional uncertainty in long-term memory.

Memory and Cognition, 19, 332± 340.

Nairne, J.S., Neath, I., Serra, M., & Byun, E. (1997). Posi-

tional distinctiveness and the ratio rule in free recall. Journal

of Memory and Language, 37, 155± 166.

Neath, I. (1993). Distinctiveness and serial position effects in

recognition. Memory and Cognition, 21, 689± 698.

Neath, I., & Crowder, R.G. (1990). Schedules of presentation

and temporal distinctiveness in human memory. Journal of

Experimental Psychology: Learning, Memory and Cognition,

16, 316± 327.

Neath, I., & Crowder, R.G. (1996). Distinctiveness and

very short short-term serial position effects. Memory, 4,

225± 242.

Ng, L.H.H. (1996). Are time-dependent oscillators responsible

for temporal grouping effects in short-term memory. Unpub-

lished Honors thesis, University of Western Australia.

Ng, L.H.H., & Maybery, M. (1999). Temporal grouping effects in

short-term memory: An evaluation of time-dependent models.

Manuscript submitted.

Page, M.P.A., & Norris, D.G. (1998). The primacy model: A

new model of immediate serial recall. Psychological Review,

105, 761± 781.

Ryan, J. (1969). Grouping and short-term memory: Different

means and patterns of grouping. The Quarterly Journal of

Experimental Psychology, 21, 137± 147.

Tehan, G., & Humphreys, M.S. (1995). Transient phonemic

codes and immunity to proactive interference. Memory and

Cognition, 23, 181± 191.

Wickelgren, W.A. (1967). Rehearsal grouping and hierarchi-

cal organization of serial position cues in short-term

memory. Quarterly Journal of Experimental Psychology,

19, 97± 102.

Yntema, D.B., & Trask, F.P. (1963). Recall as a search process.

Journal of Verbal Learning and Verbal Behavior, 2, 65± 74.

http://dandini.cranfield.ac.uk/nw=1/rpsv/0033-295X^28^29104L.728[aid=308205]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0749-596X^28^2931L.429[aid=289767,csa=0749-596X^26vol=31^26iss=4^26firstpage=429]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2912L.3[aid=18844,nlm=2949048]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0010-0285^28^2936L.73[aid=289774,csa=0010-0285^26vol=36^26iss=2^26firstpage=73,erg=161569,nlm=9721198]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0272-4987^28^2949L.80[aid=307006,cw=1]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0033-295X^28^2996L.25[aid=295971]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2923L.631[aid=317268,csa=0090-502X^26vol=23^26iss=5^26firstpage=631]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2919L.332[aid=289831,csa=0090-502X^26vol=19^26iss=4^26firstpage=332]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0749-596X^28^2937L.155[aid=317269,csa=0749-596X^26vol=37^26iss=2^26firstpage=155]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2921L.689[aid=303525,csa=0090-502X^26vol=21^26iss=5^26firstpage=689]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2916L.316[aid=317257,csa=0278-7393^26vol=16^26iss=2^26firstpage=316,nlm=2137870]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0965-8211^28^294L.225[aid=317258,csa=0965-8211^26vol=4^26iss=3^26firstpage=225,cw=1,nlm=8735609]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0033-295X^28^29105L.761[aid=289780,csa=0033-295X^26vol=105^26iss=4^26firstpage=761]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2923L.181[aid=307023,csa=0090-502X^26vol=23^26iss=2^26firstpage=181]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0749-596X^28^2931L.429[aid=289767,csa=0749-596X^26vol=31^26iss=4^26firstpage=429]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2912L.3[aid=18844,nlm=2949048]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0010-0285^28^2936L.73[aid=289774,csa=0010-0285^26vol=36^26iss=2^26firstpage=73,erg=161569,nlm=9721198]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0272-4987^28^2949L.80[aid=307006,cw=1]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2923L.631[aid=317268,csa=0090-502X^26vol=23^26iss=5^26firstpage=631]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0749-596X^28^2937L.155[aid=317269,csa=0749-596X^26vol=37^26iss=2^26firstpage=155]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2916L.316[aid=317257,csa=0278-7393^26vol=16^26iss=2^26firstpage=316,nlm=2137870]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0965-8211^28^294L.225[aid=317258,csa=0965-8211^26vol=4^26iss=3^26firstpage=225,cw=1,nlm=8735609]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0033-295X^28^29105L.761[aid=289780,csa=0033-295X^26vol=105^26iss=4^26firstpage=761]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0090-502X^28^2923L.181[aid=307023,csa=0090-502X^26vol=23^26iss=2^26firstpage=181]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2912L.3[aid=18844,nlm=2949048]
http://dandini.cranfield.ac.uk/nw=1/rpsv/0278-7393^28^2916L.316[aid=317257,csa=0278-7393^26vol=16^26iss=2^26firstpage=316,nlm=2137870]

